
Information Systems 127 (2025) 102465 

A
0
n

Contents lists available at ScienceDirect

Information Systems

journal homepage: www.elsevier.com/locate/is

Using AI explainable models and handwriting/drawing tasks for
psychological well-being
Francesco Prinzi a,∗, Pietro Barbiero b, Claudia Greco c, Terry Amorese c, Gennaro Cordasco c,d,
Pietro Liò e, Salvatore Vitabile a, Anna Esposito c,d

a Department of Biomedicine, Neuroscience and Advanced Diagnostics (BiND), University of Palermo, Palermo, Italy
b Università della Svizzera Italiana, Lugano, Switzerland
c Department of Psychology, Università degli Studi della Campania ‘‘Luigi Vanvitelli’’, Caserta, Italy
d International Institute for Advanced Scientific Studies (IIASS), Vietri sul Mare, Italy
e Department of Computer Science and Technology, University of Cambridge, Cambridge, UK

A R T I C L E I N F O

Keywords:
Psychological well-being
Explainable AI
Machine learning
Handwriting features

A B S T R A C T

This study addresses the increasing threat to Psychological Well-Being (PWB) posed by Depression, Anxiety,
and Stress conditions. Machine learning methods have shown promising results for several psychological
conditions. However, the lack of transparency in existing models impedes practical application. The study
aims to develop explainable machine learning models for depression, anxiety and stress prediction, focusing
on features extracted from tasks involving handwriting and drawing.

Two hundred patients completed the Depression, Anxiety, and Stress Scale (DASS-21) and performed
seven tasks related to handwriting and drawing. Extracted features, encompassing pressure, stroke pattern,
time, space, and pen inclination, were used to train the explainable-by-design Entropy-based Logic Explained
Network (e-LEN) model, employing first-order logic rules for explanation. Performance comparison was
performed with XGBoost, enhanced by the SHAP explanation method.

The trained models achieved notable accuracy in predicting depression (0.749 ±0.089), anxiety (0.721
±0.088), and stress (0.761 ±0.086) through 10-fold cross-validation (repeated 20 times). The e-LEN model’s
logic rules facilitated clinical validation, uncovering correlations with existing clinical literature. While per-
formance remained consistent for depression and anxiety on an independent test dataset, a slight degradation
was observed for stress prediction in the test task.
1. Introduction

In recent years it has been observed that Psychological Well-Being
(PWB) is threatened by three widely spread conditions, often closely
connected, namely Depression, Anxiety, and Stress; in fact, it has been
observed that low levels of PWB are highly associated with these mental
disorders [1,2]. Moreover, Depression, Anxiety, and Stress appear to be
connected for two main reasons: first, stressful events could result in
negative affective states as feelings of anxiety and depression [3]; sec-
ond, even though anxiety and depression are considered two separate
classes of disorders, they often occur in comorbidity and share common
symptoms [4].

Depression is also known as Major Depression, Major Depressive
Disorder, or Clinical Depression. According to the World Health Organi-
zation (2021), approximately 280 million people live with depression,
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making it one of the most common illnesses worldwide; it affects
approximately 5% of adults, and its incidence increases with increasing
age, in fact around 5.7% of adults aged 60 years and older suffer from
depression.

Depression is characterized by both physical and purely psycho-
logical/emotional symptoms, such as changes in body weight, sleep
patterns and psychomotor changes, depressed mood, decreased interest
in all activities, feelings of worthlessness, reduced ability to concentrate
and recurring thoughts of death. Anxiety can be considered as a com-
plex emotion characterized by fear, apprehension and worry. However,
anxiety must be distinguished from anxiety disorders, characterized by
excessive fear and anxiety, and related behavioral disorders [5]. In
2019, Around 301 million people were reported living with an anxiety
https://doi.org/10.1016/j.is.2024.102465
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disorder, making it among the most widespread in the world [6]. Stress
occurs when a person perceives that the surrounding environment
demands more than his/her adaptive capacity [7]; the exposure to
stressful events can lead to various clinical conditions described in
the Diagnostic and Statistical Manual of Mental Disorders (2013) and
included in the category of Disorders Related to Traumatic and Stressful
Events.

Unfortunately, the necessity to provide people living with the
above-mentioned mental health disorders adequate and effective care
is often hindered by factors such as poor financial funding for mental
health care services, the shortage of properly trained professionals, and
the social stigma associated with mental disorders [8]. In addition to
the difficulty in providing adequate treatments, a further issue concerns
the diagnosis of these disorders, also made difficult by the fact that,
as highlighted above, Depression, Anxiety and Stress are characterized
by symptoms of various kinds, not only cognitive or emotional, but
by behavioral symptoms as well. The lack of established and objective
criteria for assessing psychiatric disorders is a major factor contributing
to incorrect or delayed diagnoses.

Currently, anxiety and depression diagnosis rely heavily on sub-
jective methods such as clinical interviews and self-reported ques-
tionnaires. However, the inclusion within the diagnostic process of
objective behavioral signals, such as handwriting analysis, could offer
unbiased information to support it [9]. Efforts have been made to
leverage new technologies for their early detection and identification,
aiming to reduce associated costs. A specific area of research is ded-
icated to examining the behavioral symptoms linked to these mental
issues, particularly through the analysis of handwriting and drawing
patterns. Statistical approaches have proven effective in discerning var-
ious individual characteristics, including indicators of negative moods,
and depressive states [10,11].

Machine learning models have proven to be a valuable tool to
support the diagnostic process, but a lack of transparency hinders their
use in practice [12,13]. Some examples have shown that AI-based
models are often used by clinicians to inform decision-making and
can improve conventional diagnostic capabilities [14]. However, it is
essential to properly trust an AI-supported medical decision because a
misdiagnosis can significantly impact patients [15]. This makes systems
explainability not merely a technological issue, but also an ethical,
legal, and social issue [16]. In some clinical situations, global and
local model explanations are mandatory prerequisites for validating
and justifying decisions [17]. Several post-hoc explanation methods
have been proposed to elucidate the well-defined black-box algorithms,
including tree ensemble and neural networks. These methods aim to
provide explanations after model training. Although some of these
methods are widely used, they do not provide the relationship of these
features to perform predictions. Specifically, traditional methods focus
on assessing the significance of individual features for prediction on a
global and local scale. However, they do not discern specific relation-
ships between multiple features that may contribute to the prediction.
To solve this issue, the entropy-based Logic Explained Network (e-
LEN) [18] was proposed. The e-LEN model incorporates constraints
in both the architecture and the learning process, allowing for the
emergence of simple rule-based formula explanations. The e-LENs seek
to exploit the advantages of rule-based expert systems, which employ a
first-order formalism to achieve explainable decision-making, and the
advantages of neural networks, which excel at discovering relationships
within data.

In this work, machine learning methods are employed for the pre-
diction of mental health conditions such as depression, anxiety, and
stress. Features extracted from handwriting and drawing tasks are used
for model training. Considering the intelligible nature of handwriting
and drawing features and the implementation of explainable AI meth-
ods, the aim is to develop both accurate and explainable systems [19].
The XGBoost model was compared with the explainable-by-design e-

LEN, in an attempt to overcome the trade-off between explainability a

2 
Table 1
Class distributions for training and test sets, for depression, anxiety, and stress
conditions.

Total Training Test

Healty Sub-clinical Healty Sub-clinical Healty Sub-clinical

Depressed 105 95 89 81 16 14
Anxiety 104 96 88 82 16 14
Stress 99 101 84 86 15 15

and accuracy. Introducing a model explanation through logic rules
represents a new method for validating data-driven systems, allowing
the analysis of the interactions between the involved features.

The remaining of the paper is organized as follows: Section 2 de-
scribes the conducted study, detailing the dataset employed, each step
of the processing pipeline, the machine learning models used and the
explainability methods; Section 3 illustrates the obtained experimental
results, concerning each specific built-up models and the achieved
explainability; Section 4 discuss the obtained results, highlighting the
clinical viewpoint of the findings; finally, conclusions are provided in
Section 5.

2. Materials and methods

2.1. Dataset description

The dataset is composed of two-hundred participants (M = 102;
F = 98), aged between 15 and 75 years old (Mean = 26.24; S.D. =
.6). Each row in the dataset corresponds to a single participant’s data.
o preserve participants’ privacy, they were assigned an ID code. For
ach of them, the dataset reports age, gender, three separate scores
btained from the depression, anxiety, and stress sub-scales of the
ASS-21 questionnaire [20], and the extracted quantitative values of

he considered handwriting and drawing features. Scores of each DASS-
1 sub-scale were used to define, according to predefined thresholds,
wo balanced groups (healthy and sub-clinical) depending on partic-
pants’ psychological well-being level: healthy participants are those
ho scored below the recommended cut-off points in each sub-scale
f the DASS-21. Sub-clinical participants are those who scored above
he threshold of the tool. The term ‘‘sub-clinical’’ refers to the absence
f a formal medical diagnosis, but indicates a severity of psychological
ymptoms (measured with the DASS-21) that does not characterize the
ealthy population. The sub-sample composition is the following (also,
ee Table 1 for total, training, and test sub-sample distribution):

• Stress: The healthy group is composed of 99 participants (M = 52,
F = 47; mean age = 25; SD = 0.24), while the sub-clinical group
consists of 101 participants (M = 46, F = 55; mean age = 27.45;
SD = 1.07).

• Anxiety: Healthy participants were 104 (M = 54, F = 50; age
mean = 25.01; SD = 0.35). The sub-clinical group comprised 96
participants (M = 44, F = 52; age mean = 27.56; SD = 1.09).

• Depression: The healthy group consisted of 105 participants (M
= 50, F = 55; age mean = 25.12; SD = 0.39), whereas the sub-
clinical group was composed of 95 participants (M = 48, F = 47;
age mean = 27.47; SD = 1.09).

The Venn diagram displayed in Fig. 1 reports the distribution
f each sub-sample by also considering the frequencies overlapping
mong the three conditions.

All participants performed the same experimental protocol. In de-
ail, they were asked to sit down in front of a laptop and a digitalized
ablet located in a quiet room. The experimenter explained the experi-
ental procedure, the research purposes, and all the other information

bout data treatment and confidentiality. Participants were informed

bout the experimental instruction, consisting of completing seven
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Fig. 1. Comorbidity distributions among the sub-clinical subjects. Healthy subjects
were 70.

Fig. 2. Handwriting and drawing tasks performed.

different handwriting and drawing tasks (see Fig. 2) on a paper-sheet
placed on a WACOM INTUOS PRO series 4 digital tablet. To preserve
the naturalness of the handwriting process, participants used an Intuos
Inkpen which works as a common pen, so that they could visualize
the traits while they carried out the tasks. This technology allows to
collect three different types of strokes depending on the pen status: on-
paper ; in-air (the pen is very close to the paper); idle (the stroke is not
recorded but recognized by using time-stamps). Please note that the
term ‘‘stroke’’ denotes the longest uninterrupted points series associated
with the same pen status (either on-paper or in-air). Hardware specifics
and further information about the data-saving process can be found
in [9,11].

Concerning the handwriting and drawing features, seventeen quan-
titative measurements about five different categories were considered
for the current study. Fig. 3 report their classification and description.

2.2. Problem definition

In this paper, we deal with three binary classification problems, one
for each condition: Depression, Anxiety, and Stress. For each condition,
participants were divided into two equally divided groups (healthy and
sub-clinical), according to their DASS-21 score, associated with the
considered condition. Then for each condition (or classification job),
the goal is to find a model that maps the above-described handwriting
3 
and drawing features, to the identified groups. Fig. 4 shows the general
workflow.

2.3. Feature preprocessing

2.3.1. Gender harmonization
For several disciplines, such as psychology, historical document

analysis, and handwriting biometrics, the ability to identify a writer’s
gender based on his or her handwriting is extremely important [21].
Recent applications have shown promising results for gender classi-
fication from handwriting [22], proving how certain features can be
highly discriminated. For example, in [23] features of space and time
have been introduced, particularly demonstrating that those of pressure
and irregularity are discriminative. As a result, the distributions of
features associated with the two genders can differ significantly and
may represent a confounding factor for machine learning models.

To test this phenomenon in our case, the statistical significance of
the extracted features concerning gender was evaluated. The Mann–
Whitney test was used to compare the distributions of the male and
female groups. Fig. 5 shows the number of features statistically signif-
icant for gender, in orange considering 𝑝 < 0.1 and in gray 𝑝 < 0.5
Specifically, a strong correlation was observed between time and pres-
sure features with gender. Consequently, the dataset was harmonized as
a proactive measure to reduce gender-related variability. The Combat
method was applied for feature harmonization [24,25]. ComBat was
developed to adjust for inter-site variability in the data while preserving
variability related to the variables of interest [26]. It is a location-
scale method that estimates the location-scale parameters (mean and
variance) of each cohort and aligns the distributions using empirical
Bayes shrinkage [27]. ComBat was originally developed to align distri-
butions data for genetic studies [26], as well as widely used to reduce
batch-effect in imaging [28] and many other scenarios [27].

2.3.2. Feature selection
A total of 119 handwriting and drawing features (17 features × 7

tasks) were collected. Firstly, the correlated features using the Spear-
man Correlation coefficient were discarded, considering |𝜌| < 0.9 as
the threshold. The Spearman test is an unsupervised statistical test and
therefore is not dependent on the condition analyzed. A total of 88
features passed the specified threshold. Then, the Sequential Forward
Selector (SFS) [29] was employed for feature selection considering
the 88 features selected. The XGBoost model was used as a classifier,
a stratified 10-fold cross-validation repeated 20 times was used for
SFS evaluation, and accuracy was the metric to maximize. The same
procedure was repeated for depression, anxiety, and stress conditions.

2.4. Models training

2.4.1. Baseline ML methods
Shallow learning methods are considered the baseline for small tab-

ular dataset analysis. Decision trees are inherently interpretable due to
their transparent structure, which involves a series of binary decisions
based on features leading to a clear and intuitive representation. How-
ever, their interpretability can come at the cost of accuracy. Decision
trees may oversimplify complex relationships in the data, leading to
a lack of precision when capturing intricate patterns. Tree ensemble
algorithms, such as XGBoost, have proven effective for classification
in small datasets [30,31]. In addition, they are well established as a
standard tool to process tabular data and, in this case, showed improved
performance over deep architectures [32].
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Fig. 3. Features description and classification.
Fig. 4. General Workflow. Each patient underwent evaluation using the DASS-21 questionnaire to assess their depression, anxiety, and stress conditions. Additionally, the same
patients completed seven handwriting and drawing tasks, from which handwriting and drawing features were extracted. The extracted features underwent preprocessing and feature
selection steps and models were trained using both decision tree-based methods and e-LEN method. Finally, the two types of explanations provided by the conventional SHAP
method and the rule-based explanations provided by e-LEN were compared.
Fig. 5. Statistically significant number of features related to gender.
4 
2.4.2. Entropy-based logic explained network
The primary objective of this study is to introduce an explainable

model that facilitates the examination of key features and their interre-
lationships. While conventional neural networks boast state-of-the-art
performance, they lack intrinsic explainability and necessitate post-hoc
algorithms for explanation.

To address this limitation, the Entropy-based Logic Explained Net-
work was proposed as an explainable-by-design algorithm, aiming to
deliver both high performance and interpretability in neural networks.
The e-LEN model adopts the formalism of First-Order Logic to provide
the most important concepts for prediction. The Entropy layer, a pivotal
component, is designed to compute: (i) the embeddings ℎ𝑖 (as to any
linear layer), and (ii) a truth table 𝑇𝑖 clarifying how the network
leverages concepts to make predictions for the 𝑖th target class.

Consequently, the model’s loss function takes into consideration the
maximization of the concept of entropy alongside the minimization
of a standard loss function for supervised learning. Specifically, the
formalization of the entropy concept is expressed as:

H(𝛼𝑖) = −
𝑘
∑

𝛼𝑖𝑗 log 𝛼
𝑖
𝑗 (1)
𝑗=1
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where 𝑎𝑖𝑗 represents the importance of each concept 𝑗 and class 𝑖.
Consequently, the complete loss function is:

L(𝑓, 𝑦, 𝑎1,… , 𝑎𝑟) = 𝐿(𝑓, 𝑦) + 𝜆
𝑟
∑

𝑖=1
H(𝛼𝑖) (2)

In this context, 𝑓 denotes the predictions for class membership, 𝑦
orresponds to the actual class, 𝑎𝑗 signifies the significance of the 𝑗

concepts for class 𝑖, and 𝜆 serves as the hyperparameter for balancing
the importance of low-entropy solutions in the loss function. The e-
LEN model ultimately furnishes both global and local explanations.
The global explanation encompasses the most prevalent predicates
associated with each class. Consequently, distinct sets of predicates are
supplied for healthy and sub-clinical patients. Each predicate is linked
to others using the ∧ (and) operator to formulate a rule, and all rules
are interconnected by the ∨ (or) operator. Ultimately, the comprehen-
sive explanation for each class is represented by the collection of all
predicates.

2.5. Evaluation protocol and test

The dataset was divided into training and test subsets. The test
dataset was used only for the final model evaluation and was not
involved in training, preprocessing and feature selection steps. In the
training set, a 10-fold cross-validation was repeated 20 times to achieve
a fair performance estimation of the three employed classifiers. The best
model in terms of accuracy found during cross-validation was selected
for testing. Accuracy, Area Under the Receiver Operating Characteristic
(AUROC), Sensitivity, Specificity, PPV, and NPV were computed to
evaluate the models’ performance.

2.6. Models explainability

The three classifiers implemented in this paper (e-LEN, XGB, and
DT) are representative to discuss some considerations about the ex-
plainability and accuracy of the models. The highest model perfor-
mance is often achieved by complex models that even experts struggle
to interpret, such as ensemble or deep learning models [33]. This has
created a huge dilemma in optimizing explainability or accuracy. In
fact, in several papers, it is argued how accuracy should drive model
development rather than accuracy [34–36]. Other works impose the
use of transparent models [37].

A decision tree is recognized in the small set of existing interpretable
models [38]. The paths from the root to the leaves of the decision
tree represent the classification rules. A decision tree can be linearized
into a set of decision rules with the if-then form [39]. In fact, rules-
based models are recognized as interpretable models as well [12]. Their
inherent interpretability makes it unnecessary to use Explainable AI
methods to explain these trained models. Conversely, tree ensembles
and neural networks are recognized as black-box and therefore require
explanation. In the case of XGBoost, we employed the SHAP post-hoc
explanation method for global explanation [40].

The e-LEN model tries to overcome this trade-off between accuracy
and explainability. It is an explainable-by-design approach as it embeds
additional constraints both in the architecture and in the learning
process. This point of view is in contrast with post-hoc methods, which
generally do not impose any constraint on classifiers [18]. For this
reason, e-LEN does not require the use of some post-hoc explanation
methods but learns during training the most important rules involved in
classification. The logical rules are represented through the formalism
of first-order logic, used in the implementation of rule-based systems
widely recognized as transparent [12].

In addition to an explanation through the logical rules produced
by the e-LEN model and the feature importance computed via SHAP
for XGBoost, the complexity of the models was computed. For e-LEN,
the complexity is computed by counting the number of predicates for

the two classes. For the Decision Tree model, the complexity was the
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number of generated nodes during the training. Similar to the Decision
Tree model, in XGBoost the complexity was computed considering the
nodes generated by the trees added to the ensemble. Model complexity
was calculated during cross-validation.

3. Experimental results

For each condition (depression, anxiety, and stress), a random
hyperparameters search was performed. This phase was performed
entirely within the cross-validation procedure. The test set was not
involved in hyperparameter tuning or model selection. This ensured
that the test set remained unseen until the final model evaluation.
Specifically: for the e-LEN model, the number of linear layers was
searched in the range of 1 to 5 layers, and the number of neurons per
layer varied between 32 and 512. For decision-tree-based algorithms,
the hyperparameter search focused on the number of estimators, with
the range being explored between 20 and 500 estimators. Finally, for
the depression and anxiety conditions, XGBoost and e-LEN were trained
with the same hyperparameters, i.e., 100 estimators for XGBoost, while
e-LEN was implemented considering one Entropy Layer with 400 neu-
rons, followed by three linear layers with 400, 200, and 100 neurons,
with the last layer composed of one neuron for classification. For
stress detection, 50 estimators were used for XGBoost, while e-LEN
was implemented considering one Entropy Layer with 500 neurons,
followed by three linear layers with 500, 250, and 100 neurons, with
the last layer composed of one neuron for classification. The ReLU was
used as an activation function after each hidden layer and a binary cross
entropy with logits as loss function. Adam was employed as optimizer.
Features were normalized before model training.

3.1. Feature selected

The same preprocessing and feature selection protocol was applied
for depression, anxiety, and stress conditions. In general, less than 19
features were selected for each condition, to allow a correct proportion
between the number of samples and features used for model train-
ing [41]. Nineteen features were used for the depression condition,
15 for the anxiety condition and 18 for the stress condition. Fig. 6
shows the features selected for the three conditions. There are only two
features selected simultaneously for the three conditions (nbUp5 and
nbIdle5), both belonging to task 5. Furthermore, it appears that in terms
of selected features, the depression condition overlaps significantly
with both the anxiety and stress conditions. Conversely, the anxiety
and stress conditions are quite different. Furthermore, it is quite clear
that for the anxiety condition, the pressure features would be the most
significant ones. The number of strokes in each pen status was the
most important category for the depression condition. In general, for
all conditions, features belonging to the 7 tasks and the 5 feature
categories were equally informative.

3.2. Training and test performance

Tables 2–4 show the performances for the three models employed,
i.e. e-LEN, XGB and DT, for depression, anxiety, and stress conditions,
respectively. A 10-fold cross-validation was repeated 20 times to have
a precise model performance estimation. Therefore, the performances
calculated during the cross-validation procedure can be considered
reliable. Furthermore, to exclude the overfitting problem, a small test
set was used for the final evaluation. XGB in general provides higher
AUROC compared with e-LEN and DT. However, accuracy seems to be
significantly higher for e-LEN. XGB has a better balance between sensi-
tivity and specificity for depression and anxiety conditions. Considering
the test performance for depression and anxiety conditions, e-LEN and
XGB have opposite behaviors in terms of sensitivity and specificity. We
can conclude the XGB model is the best for the depression condition

with an AUROC of 0.795 in the test set, and the e-LEN model for the
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Table 2
Depression prediction performance computed using e-LEN, XGB and DT. The table above shows the mean and standard deviation values
calculated for each metric calculated during the 10-fold cross-validation repeated 20 times. The table below shows the performance on the test
set.
Model 20-Repeated 10-Fold CV metrics

Accuracy AUROC Sensitivity Specificity PPV NPV

e-LEN 0.749 ± 0.089 0.681 ± 0.129 0.637 ± 0.194 0.851 ± 0.128 0.821 ± 0.132 0.738 ± 0.108
XGB 0.709 ± 0.112 0.773 ± 0.121 0.676 ± 0.167 0.738 ± 0.155 0.715 ± 0.141 0.725 ± 0.121
DT 0.612 ± 0.131 0.601 ± 0.131 0.589 ± 0.182 0.631 ± 0.171 0.600 ± 0.153 0.635 ± 0.143

Test metrics

e-LEN 0.667 0.688 0.500 0.8125 0.700 0.650
XGB 0.733 0.795 0.786 0.688 0.688 0.786
DT 0.533 0.527 0.429 0.625 0.500 0.555
Table 3
Anxiety prediction performance computed using e-LEN, XGB and DT. The table above shows the mean and standard deviation values calculated
for each metric calculated during the 10-fold cross-validation repeated 20 times. The table below shows the performance on the test set.
Model 20-Repeated 10-Fold CV metrics

Accuracy AUROC Sensitivity Specificity PPV NPV

e-LEN 0.721 ± 0.088 0.658 ± 0.139 0.542 ± 0.211 0.886 ± 0.125 0.851 ± 0.153 0.691 ± 0.097
XGB 0.727 ± 0.1 0.775 ± 0.110 0.686 ± 0.160 0.765 ± 0.134 0.743 ± 0.126 0.735 ± 0.116
DT 0.648 ± 0.121 0.647 ± 0.121 0.631 ± 0.177 0.664 ± 0.158 0.643 ± 0.141 0.667 ± 0.123

Test metrics

e-LEN 0.767 0.830 0.714 0.813 0.770 0.765
XGB 0.700 0.723 0.786 0.625 0.647 0.770
DT 0.667 0.674 0.786 0.563 0.611 0.750
Table 4
Stress prediction performance computed using e-LEN, XGB, and DT. The table above shows the mean and standard deviation values calculated
for each metric calculated during the 10-fold cross-validation repeated 20 times. The table below shows the performance on the test set.
Model 20-Repeated 10-Fold CV metrics

Accuracy AUROC Sensitivity Specificity PPV NPV

e-LEN 0.761 ± 0.086 0.699 ± 0.122 0.701 ± 0.163 0.816 ± 0.133 0.812 ± 0.114 0.749 ± 0.113
XGB 0.680 ± 0.114 0.740 ± 0.121 0.663 ± 0.175 0.699 ± 0.150 0.699 ± 0.132 0.684 ± 0.136
DT 0.649 ± 0.114 0.649 ± 0.114 0.637 ± 0.176 0.662 ± 0.165 0.668 ± 0.136 0.651 ± 0.133

Test metrics

e-LEN 0.600 0.618 0.600 0.600 0.600 0.600
XGB 0.600 0.618 0.667 0.533 0.588 0.616
DT 0.500 0.500 0.533 0.467 0.500 0.500
Fig. 6. Venn diagram of selected features for the three conditions.

anxiety condition with an AUROC of 0.830 in the test set. For the stress
condition, the cross-validation performance resulted in balanced sensi-
tivity and specificity. However, this condition was the most difficult
compared with depression and anxiety. Lower test performance were
computed compared with the depression and anxiety conditions.
6 
3.3. Explainability and complexity

Models explainability was implemented in two levels. The first
exploits the SHAP analysis, to provide a post-hoc explanation for XGB.
Furthermore, the explainable-by-design e-LEN model was used to pro-
vide the explanations following the first-order logic formalism. As
outlined in [42], SHAP and similar feature scoring methods are effec-
tive in identifying important features but do not provide insight into
how the model combines these features during the decision-making
process. In contrast, e-LEN not only identifies important features but
also reveals how these features are combined to predict labels, offering
a more comprehensive understanding of the model’s reasoning.

Fig. 7 shows the global feature importance for the three conditions
computed using SHAP. It is not possible to establish in general a feature
category more important than others for the three conditions. What is
apparent is that for the three conditions, the most predictive features
and their value (high or low) leading toward positivity or negativity
differ in terms of category and handwriting/drawing task. For example,
it can be seen that especially for stress and anxiety conditions, time-
related features suggest positivity when the time to perform the task is
shortened. The same considerations can be made for the explanations
provided by the e-LEN model.

Another e-LEN advantage lies in the fact that explanations are class-
level, that is, predictive rules are provided for each specific class.
Tables A.6–A.8 provide examples of logic explanations for each class
of the three conditions. In the case of depression, all the provided
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Fig. 7. SHAP beeswarm plots for depression, anxiety, and stress conditions.
Fig. 8. Accuracy versus complexity plots for depression, anxiety, and stress conditions.
rules involve mainly the number of strokes in each pen status feature.
As an example, the formula (𝑡𝑈𝑝1 ∧ 𝑛𝑏𝐼𝑑𝑙𝑒4 ∧ 𝑛𝑏𝑈𝑝7 ∧ ¬𝑛𝑏𝐼𝑑𝑙𝑒7) is
predictive for depression because (i) the time the pen stands upper
than average over the paper for task 1, (ii) there are more strokes
than average unrecognized for task 4, (iii) there are more strokes than
average in-air for task 4 and (iv) there are fewer strokes than average
unrecognized for task 7. All predictive rules for depression positivity
have a strong influence coming from the number of strokes in each pen
status features. In the case of anxiety positivity, all the predictive rules
involve the combination of time, ductus, and pressure features. For
stress positivity, the rules involve all categories, and it is not possible
to establish one category more impactful than another.

Another important aspect lies in the developed models’ complex-
ity. Fig. 8 show the ratio accuracy/complexity obtained for the three
trained models. For e-LEN, the complexity is computed by counting
the number of predicates for the two classes, while for decision tree-
based models was the number of generated nodes during the training.
XGB achieves more complex models compared with DT and e-LEN. In
general e-LEN results in better accuracy and simpler models compared
to DT and XGB. One of the most interesting aspects lies in the complex-
ity of the rules produced by e-LEN for the two classes. The number of
rules most used for predicting the positivity of the three conditions is
greater than those predictive of negativity. This result is quite intuitive
considering that the most difficult task is the prediction of positivity.

3.4. The impact of gender harmonization

The work emphasizes the importance of harmonizing the dataset
with respect to gender, as it introduces statistically significant differ-
ences between male and female participants in handwriting analysis.
This finding supported both statistically by Fig. 5 and by relevant
literature [21–23], underscores the need for harmonization. To eval-
uate the impact of data harmonization on model performance, models
were trained using the same pipeline but without the harmonization
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step for anxiety, depression, and stress tasks. Table 5 presents the
accuracy and AUROC scores obtained for each model and task, showing
significantly higher results using the harmonization step. Only in the
case of e-LEN trained for the anxiety task is this effect marginally
noticeable. Moreover, during the testing phase, models trained without
harmonization demonstrated very poor generalization, with accuracy
scores not exceeding 0.6 across all tasks.

4. Discussion

Trained models suggest that handwriting analysis may be predictive
for detecting mental conditions, such as depression, anxiety, and stress.
Regarding model accuracy, the prediction of positivity of the three
mental disorders is more difficult than the prediction of negativity; in
fact, all models have higher specificity than sensitivity. However, the
main results concern the introspection of the models through SHAP
and rule-based formulas provided by the e-LEN models. Overall, no
single model was consistently better than the others; their perfor-
mance varied depending on the specific conditions considered. The
explainable-by-design method e-LEN has presented several advantages,
enabling clinical validation through the extracted rules. When choosing
between methods such as SHAP and e-LEN, it is critical to consider the
importance of studying the relationships between variables in clinical
models. Complex clinical phenomena often result from interactions
between multiple factors. Understanding not only the importance of
these factors but also how they combine to affect patient outcomes
can provide deeper clinical insights. By elucidating these combinations
through logical rules, e-LEN could guide clinicians in making more in-
formed decisions and potentially lead to the adoption of new practices
or interventions tailored to specific patient subgroups.

In our scenario, it was shown that for depression detection, each
rule involves the number of strokes in each pen status. In the case of
anxiety positivity, all the predictive rules involve the combination of
time, ductus, and pressure features. In addition, the models require
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Table 5
10-fold cross-validation (repeated 20 times) results for Depression, Anxiety, and Stress Prediction models, with (yes) and without (no) the
harmonization step.

Depression Anxiety Stress

Accuracy AUROC Accuracy AUROC Accuracy AUROC

e-LEN Yes 0.749 ± 0.089 0.681 ± 0.129 0.721 ± 0.088 0.658 ± 0.139 0.761 ± 0.086 0.699 ± 0.122
No 0.724 ± 0.083 0.651 ± 0.133 0.723 ± 0.086 0.676 ± 0.112 0.691 ± 0.084 0.606 ± 0.133

XGB Yes 0.709 ± 0.112 0.773 ± 0.121 0.727 ± 0.100 0.775 ± 0.110 0.680 ± 0.114 0.740 ± 0.121
No 0.688 ± 0.114 0.735 ± 0.125 0.704 ± 0.102 0.748 ± 0.121 0.636 ± 0.113 0.677 ± 0.132

DT Yes 0.612 ± 0.131 0.601 ± 0.131 0.648 ± 0.121 0.647 ± 0.121 0.649 ± 0.114 0.649 ± 0.114
No 0.597 ± 0.117 0.596 ± 0.118 0.612 ± 0.125 0.612 ± 0.125 0.560 ± 0.116 0.559 ± 0.116
more rules to predict the positive classes, proving the major diffi-
culty of positivity prediction. By examining the obtained result, some
considerations can be drawn. First of all, it has been found that the
depression condition overlaps in terms of selected features with both
anxiety and stress conditions. The overlapping of the three conditions is
also common in the clinical field; indeed, a stress response prolonged in
time may lead to both physiological and behavioral changes, by altering
the typical homeostatic functioning and the ability to properly process
emotional responses [43,44]. These impairments may generate anxious
and depressive symptoms, by establishing a vicious circle where the
ability to cope with the original stressors is increasingly diminished
by the onset of these symptoms [45]. Literature widely supports the
high comorbidity level among depressive symptomatology and anxiety
and stress-related disorders [46]. To this regard, a survey conducted
on worldwide scale reported that 45.7% individuals suffering from
depression, have also been diagnosed with anxiety disorders [47].
Moreover, literature reports that these conditions may share part of the
symptomatology related to psychomotor functioning, such as slowed
thought processes, motor hypoactivity, hyperactivity, or alternations
between the two, restlessness, and perceived fatigue, which may be
detected through handwriting and drawing activities [48,49].

Concerning the differences in the observed predictive power of the
three conditions due to the specific features, for the anxiety condition
the pressure features seem to be the most significant ones. The hy-
pothesis that such features are effective in identifying anxious states
has been supported by other research [50,51]. Likely, this occurred
since anxiety is strictly related to muscle tension and feelings of un-
relaxation usually reported by individuals suffering from this type
of disorder, which could lead them to experience tightness in hand
muscles [52]. Differently, in the depression condition temporal and
ductus features are the most predictive. For instance, results report
that compared to the average, depressed participants spent more time
with the pen in-air in task 1, made more in-air and unrecognized
traits in task 4, and fewer unrecognized traits in task 7. The longer
time that depressed participants need to perform a handwriting or
drawing task has been also reported by [9–11]. A possible explanation
of this result could be found in the reduced processing velocity that is
observed in depressed individuals with psychomotor retardation, which
lead to slower reactions during activities entailing action planning
and attention processes [53]. For what concerns the number of in-air
and unrecognized strokes, results could reflect a less stable trait and
greater indecisiveness characterizing depressive states. Such impaired
progression of the motor activity could be ascribed to alterations of
serotoninergic and dopaminergic neurotransmission in motivational
and control neural networks [54]. As regards the stress-related data,
these were the most difficult to model. Indeed, stress conditions re-
ported lower test performance compared to depression and anxiety
ones. Probably, the prediction accuracy of the handwriting and drawing
may have depended on the nature of the stress concept. Indeed, stress is
not necessarily a pathological mental health condition, such as anxiety
or depression. Rather, it is a natural adaptive strategy of the organism
to alert and overcome what is perceived as an emergency situation. The
stress response becomes pathological when it is prolonged in time and

it does not wear off when the triggering threat has disappeared [55].
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Another consideration concerns the absence of homogeneous effects
of the different categories’ features in each condition. However, this
lack of consistency does not jeopardize the efficacy of the models.
Indeed, it is conceivable that the effects of different features depend
on the conditions. Although stress, anxiety, and depression share part
of the symptoms, they remain three different mental health conditions
with their specificity in severity and phenomenology. As well, the type
of tasks plays a role in the predictive accuracy of the features. Such
relation may be ascribed to the different contributions of psychomotor
skills in carrying out the different tasks. To support this, developmen-
tal and neuroimaging studies suggest that, for instance, drawing and
writing activities are regulated by different processing systems [56–59].

Finally, to support the gender harmonization step performed in the
pre-processing stage of the current study, we show that the literature in-
vestigating gender differences in handwriting and drawing processes. In
fact, it reports discrepancies both in neural correlates underlying such
activities and psychological factors (e.g., self-efficacy; self-awareness),
which result in a different production of handwriting movements [60,
61]. Due to these differences, studies carrying out handwriting signal
processing and machine learning techniques suggest normalizing the
weight of gender to decrease biases likelihood in predictive models for
healthcare and medical applications [62–64].

Overall, results obtained in the current study support the adoption
of this explainable AI model in the diagnostic process, with significant
implications for clinical practice. By offering transparent explanations
for its predictions, the model can help clinicians better identify putative
biomarkers that may be indicative of specific medical conditions such
as depression, anxiety, and stress [65]. This enables a more informed
and confident diagnostic process, where AI-generated insights comple-
ment clinical expertise. These techniques contribute to the detection
of quantitative, noninvasive indicators of psychiatric and psychological
disorders, which are not always easily recognizable due to potential
overlap with other conditions and the heterogeneous nature of their
symptomatology. Considering that such complexity could hinder the
diagnostic process, the use of these methods can provide more ob-
jective support, helping clinicians differentiate between disorders and
tailor interventions more effectively. In addition, this would potentially
reduce diagnostic times, enabling earlier intervention, preventing the
worsening of symptoms, and ultimately improving patient outcomes.
Finally, it could lower the overall burden of the disease, both in terms
of mental health and healthcare costs [66]. In summary, integrating
explainable AI into clinical practice not only enhances the diagnostic
process but also fosters more personalized treatment plans, offering
significant benefits in improving patient care and reducing long-term
impacts.

5. Conclusion

In conclusion, the contemporary advancement of high-performance
models necessitates a concurrent emphasis on their explainability. This
study exploits the traditional and extensively acknowledged SHAP ex-
planation and the explanations offered by the explainable-by-design e-
LEN model. Leveraging the first-order logic rules inherent in e-LEN, this

research substantiates certain findings previously established by the
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Table A.6
First-order rules involved in the e-LEN training for depression condition.
Class Formulas

Negative (𝑛𝑏𝑈𝑝7 ∧ ¬𝑛𝑏𝐼𝑑𝑙𝑒7 ∧ ¬𝑎𝑣𝑔1) ∨ (𝑛𝑏𝑈𝑝7 ∧ ¬𝑠𝑝𝑎𝑐𝑒𝑇 7 ∧ ¬𝑎𝑣𝑔1) ∨ (𝑛𝑏𝐼𝑑𝑙𝑒7 ∧ ¬𝑛𝑏𝑈𝑝6 ∧ ¬𝑎𝑣𝑔1) ∨ (¬𝑛𝑏𝐼𝑑𝑙𝑒7 ∧ ¬𝑠𝑝𝑎𝑐𝑒𝑇 7 ∧ ¬𝑎𝑣𝑔1)
∨ (𝑛𝑏𝑈𝑝6 ∧ 𝑠𝑝𝑎𝑐𝑒𝑇 7 ∧ 𝑎𝑣𝑔1 ∧ ¬𝑛𝑏𝑈𝑝7 ∧ ¬𝑛𝑏𝐼𝑑𝑙𝑒7)

Positive (𝑡𝑈𝑝1 ∧ 𝑛𝑏𝐼𝑑𝑙𝑒4 ∧ 𝑛𝑏𝑈𝑝7 ∧ ¬𝑛𝑏𝐼𝑑𝑙𝑒7) ∨ (𝑡𝑈𝑝1 ∧ 𝑛𝑏𝐼𝑑𝑙𝑒4 ∧ 𝑛𝑏𝐼𝑑𝑙𝑒7 ∧ ¬𝑠𝑙𝑜𝑝𝑒𝐴2) ∨ (𝑠𝑙𝑜𝑝𝑒𝐴2 ∧ ¬𝑡𝑈𝑝1 ∧ ¬𝑛𝑏𝐼𝑑𝑙𝑒4 ∧ ¬𝑛𝑏𝑈𝑝7) ∨
(𝑛𝑏𝐼𝑑𝑙𝑒4 ∧ ¬𝑡𝑈𝑝1 ∧ ¬𝑛𝑏𝑈𝑝7 ∧ ¬𝑛𝑏𝐼𝑑𝑙𝑒7) ∨ (𝑡𝑈𝑝1 ∧ ¬𝑠𝑙𝑜𝑝𝑒𝐴2 ∧ ¬𝑛𝑏𝐼𝑑𝑙𝑒4 ∧ ¬𝑛𝑏𝑈𝑝7 ∧ ¬𝑛𝑏𝐼𝑑𝑙𝑒7)
Table A.7
First-order rules involved in the e-LEN training for anxiety condition.
Class Formulas

Negative (𝑚𝑖𝑛1∧¬𝑚𝑖𝑛7∧¬𝑚𝑎𝑥7) ∨ (¬𝑛𝑏𝑈𝑝1∧¬𝑚𝑖𝑛7∧¬𝑚𝑎𝑥7) ∨ (𝑛𝑏𝑈𝑝1∧ 𝑛𝑏𝑈𝑝6∧¬𝑚𝑖𝑛1∧¬𝑚𝑎𝑥7) ∨ (𝑛𝑏𝑈𝑝1∧𝑚𝑖𝑛1∧¬𝑛𝑏𝑈𝑝6∧¬𝑚𝑎𝑥7)

Positive (𝑡𝑈𝑝1 ∧ ¬𝑛𝑏𝑈𝑝6 ∧ ¬𝑚𝑖𝑛1) ∨ (𝑛𝑏𝑈𝑝1 ∧ 𝑡𝑈𝑝1 ∧ 𝑛𝑏𝑈𝑝6 ∧ 𝑚𝑖𝑛1 ∧ 𝑚𝑖𝑛7) ∨ (𝑛𝑏𝑈𝑝1 ∧ 𝑛𝑏𝑈𝑝6 ∧ ¬𝑡𝑈𝑝1 ∧ ¬𝑚𝑖𝑛1) ∨
(𝑛𝑏𝑈𝑝1 ∧ ¬𝑡𝑈𝑝1 ∧ ¬𝑚𝑖𝑛1 ∧ ¬𝑚𝑖𝑛7) ∨ (𝑚𝑖𝑛1 ∧ 𝑚𝑖𝑛7 ∧ ¬𝑛𝑏𝑈𝑝1 ∧ ¬𝑡𝑈𝑝1 ∧ ¬𝑛𝑏𝑈𝑝6)
Table A.8
First-order rules involved in the e-LEN training for stress condition.
Class Formulas

Negative (𝑠𝑝𝑎𝑐𝑒𝑇 1 ∧ ¬𝑛𝑏𝑈𝑝5 ∧ ¬𝑠𝑡𝑑𝑒𝑣1) ∨ (𝑠𝑙𝑜𝑝𝑒𝐴2 ∧ ¬𝑛𝑏𝑈𝑝5 ∧ ¬𝑠𝑡𝑑𝑒𝑣1) ∨ (𝑠𝑝𝑎𝑐𝑒𝑇 1 ∧ 𝑠𝑙𝑜𝑝𝑒𝐴2 ∧ ¬𝑛𝑏𝐼𝑑𝑙𝑒4 ∧ ¬𝑠𝑡𝑑𝑒𝑣1) ∨
(𝑛𝑏𝐼𝑑𝑙𝑒4 ∧ 𝑛𝑏𝑈𝑝5 ∧ ¬𝑠𝑝𝑎𝑐𝑒𝑇 1 ∧ ¬𝑠𝑙𝑜𝑝𝑒𝐴2 ∧ ¬𝑠𝑡𝑑𝑒𝑣1)

Positive (𝑡𝐷𝑜𝑤𝑛2 ∧ ¬𝑠𝑙𝑜𝑝𝑒𝐴2 ∧ ¬𝐵𝐵6) ∨ (𝑠𝑡𝑑𝑒𝑣6 ∧ ¬𝑠𝑙𝑜𝑝𝑒𝐴2 ∧ ¬𝑡𝐼𝑑𝑙𝑒6) ∨ (𝑠𝑡𝑑𝑒𝑣6 ∧ ¬𝑡𝐼𝑑𝑙𝑒6 ∧ ¬𝐵𝐵6) ∨
(¬𝑡𝐷𝑜𝑤𝑛2 ∧ ¬𝑡𝐼𝑑𝑙𝑒6 ∧ ¬𝐵𝐵6) ∨ (𝑠𝑙𝑜𝑝𝑒𝐴2 ∧ 𝑠𝑡𝑑𝑒𝑣6 ∧ ¬𝑡𝐷𝑜𝑤𝑛2 ∧ ¬𝐵𝐵6) ∨ (𝐵𝐵6 ∧ ¬𝑡𝐷𝑜𝑤𝑛2 ∧ ¬𝑠𝑙𝑜𝑝𝑒𝐴2 ∧ ¬𝑠𝑡𝑑𝑒𝑣6)
clinical literature of the analyzed domain. The explanations provided
by e-LEN introduce valuable benefits, particularly in terms of clinical
validation, fostering confidence in these systems, and facilitating their
integration into clinical practice.
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Appendix. Logic formulas

See Tables A.6–A.8.
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