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Abstract. The amount of time patients spends on services to be delivered in clinics, still is a major problem of some health

centers. To solve this problem, various methods proposed by researchers. Failure Mode and Effects Analysis (FMEA) is one of

the most used approaches to identify influential failure modes in prolongation of waiting time. In the FMEA method, numeric

scores assign to failure modes, using the Risk Priority Number (RPN), but RPN criticized for its shortcoming and leads to

unreal results. In this paper, to cover the conventional FMEA shortcoming, firstly, eleven risk factors result in prolongation

of waiting time introduced by experts. Secondly, integration of the triangular fuzzy number (TFN) with the Best Worth

Method (fuzzy-BWM) was utilized to determine the weights of effective criteria. In the following, failure modes ranked

through fuzzy Multi-Objective Optimization by Ratio Analysis (fuzzy-MOORA). Finally, the ranks of eleven failure modes

compared in three different methods (Conventional FMEA, conventional MOORA, and fuzzy-MOORA). The potential usage

of this method is covering the shortcoming of previous methods and contribute certainty in identifying significant failure

modes of the patient waiting time reduction in Out-Patient Departments (OPD). According to the analysis, three main failures

for managing waiting time are: the patients never follow up for a later date by the center which can result in chaos in OPD,

because of phone or in-person referrals. Secondly, unable to manage canceling/postponing an appointment in emergency

cases, Thirdly, office visit not done in the estimated time, which results in a disordering in the center.
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1. Introduction24

One of the important issues that out-patient depart-25

ments (OPD) or any other section in health centers26

facing with is patient waiting time management [1].27

The OPD is part of the hospital that clinical services28

are provided to patients who do not need to stay in the29

hospital over the night. In the last decade, reducing30

waiting time and service management were decisive31

∗Corresponding author. Marzieh Khakifirooz, School of Engi-

neering and Science, Tecnológico de Monterrey, Monterrey, NL,

Mexico. E-mail: mkhakifirooz@tec.mx.

factors in choosing a service sector [2]. Accurate 32

time management, gaining patients’ trust and pro- 33

duce profit, cost savings and market share benefits 34

[3, 4]. On the contrary, long patient waiting time not 35

only results in dissatisfaction of patients, but also 36

the effects on the quality of services [5, 6]. This is 37

the reason why health service sectors in many coun- 38

tries focus on service time management and finding 39

a definite solution to overcome this problem. 40

There have been numerous studies to investigate 41

the best solution of reducing the waiting time in OPD 42

[7, 8]. Among all, one of most used methods, is recog- 43

nition the failure modes and their effects on patient 44
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waiting time. For instance, Zhu et al. [9], used a sim-45

ulation study to analyze the factors influencing the46

prolongation of the waiting time in OPDs. Mahesh47

et al. [10] assessed factors result on the patient wait-48

ing time in the cardiology department by using of49

DMAIC (Define, Measure, Analyze, Improve, and50

Control) methodology. Alkuwaiti et al. [5] applied51

cross section study to analyze effective variables on52

the patient’s satisfaction.53

Historically, the FMEA method is one of the most54

well-known methods for failure modes evaluation55

[11]. The FMEA is a team-based systematic tool56

and pre-occurrence prevention principle which can57

be used to identify risks, cause of the occurrence, and58

impacts of potential risks. FMEA is often applied to59

either validate or to improve a process [12]. FMEA60

determines the risk priorities of failure modes of an61

organization through the risk priority number (RPN).62

RPN is calculating through the multiplication of63

occurrence (O: indicates failure frequency), sever-64

ity (S: indicates the seriousness of the effect of the65

failure) and detection (D: indicates the possibility of66

failure detection before its effects) of potential fail-67

ures [13]. The higher the RPN, the more urgently68

corrective action is required, because of the higher69

probability of future failure risks [14].70

The FMEA is used to support decision maker to71

solve various challenges in the healthcare industry72

such as preventing medication errors in hospitals73

[15], analyzing the effects of chemotherapy for both74

patient and nurses [16], assessing failures at a health-75

care diagnosis service [17], improving medication76

management process to reduce risks and errors [18],77

discovering risks in the intensive care unit and reduce78

or eliminate them [19]. However, besides many79

advantages of FMEA, its main weakness is being80

team-motivated, that leads to uncertainty in consid-81

ering the determination of RPN [20]. Therefore, for82

achieving more robust results against the opinions83

of different individuals, it is vital to prioritize the84

risks with regard to uncertainties inherent in these85

criteria. In addition, the shortage of full ranking (the86

distinction between various risk priorities) and the87

assumption of the equal importance of determinant88

factors are other shortcomings of traditional RPN89

[21]. Consequently, researchers have tried to cover90

some of the drawbacks of the RPN by utilizing alter-91

native approaches, including MCDM [22].92

Throughout the last decades, various MCDM93

methods presented and used in a different field.94

Some of the well-known methods are Technique95

for the Order of Preference by Similarity to Ideal96

Solution (TOPSIS) [23, 24], Analytic Hierarchy Pro- 97

cess (AHP) [25, 26], Multi-Objective Optimization 98

on the basis of Ratio Analysis (MOORA) and Multi- 99

MOORA [27], and Analytic Network Process (ANP) 100

[28], and Best Worth Method (BWM) [29–31] 101

Under the situation where data cannot be expressed 102

quantitatively, fuzzy set theory can be used. The 103

fuzzy set theory has enabled doing various studies in 104

health care management. For more information, one 105

can refer to [27] for the use of fuzzy -MOORA and 106

–Multi-MOORA techniques, and [32] for the use of 107

fuzzy AHP in health service management and patient 108

safety. 109

With regards to the gaps like not considering cer- 110

tainty in managing patient waiting time at OPDs and 111

the weakness of existing approaches, the contribu- 112

tion of this study is aimed to provide a new full score 113

ranking method to improve and cover the deficien- 114

cies of traditional methods. The proposed approach 115

is extended version of the FMEA, and fuzzy-BWM 116

and fuzzy-MOORA are utilized in suggested method. 117

Therefore, in the first place, risk factors that play an 118

important role in the prolongation of waiting time are 119

defined by experts. Secondly, BWM in fuzzy environ- 120

ment is used for weighing the triple factors (SOD), 121

considering uncertainty in the group decision-making 122

process and solving the problem in assigning different 123

weights to the three factors. Fewer paired wise com- 124

parison and including certainty in decision making 125

are some of the advantages of the proposed method 126

in comparison with conventional methods. In third 127

place, for ranking failure modes, fuzzy-MOORA is 128

utilized. In the proposed approach, failure modes 129

are decision making alternatives and factors that 130

weighted by fuzzy-BWM, are failure assessment cri- 131

teria. In this paper, by considering certainty in both 132

weighting criteria and ranking failure modes, full 133

prioritization is possible. The advantage of full pri- 134

oritization is the facilitation of identifying significant 135

failure modes and implementing appropriate action 136

to solve problems. 137

The rest of this study organized as follows: In 138

Section 2, fuzzy set and triangular fuzzy num- 139

ber (TFN) explained and all steps of transferring 140

BWM and MOORA to fuzzy-BWM and fuzzy- 141

MOORA, respectively, presented. In Section 3, 142

Proposed approach explained in detail. In Section 143

4, the results presented, analysis and discussion 144

are described, and the final results of the proposed 145

method compared with conventional FMEA and 146

MOORA method. Finally, the conclusion presented 147

and corrective actions to reduce waiting time in 148
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OPD or any other section of the healthcare center149

explained.150

2. Methodology151

In this section, as prerequisite methods, a brief152

explanation of fuzzy sets theory, fuzzy BWM and153

fuzzy MOORA approach, presented. The list of ter-154

minologies used in this article are as follows:155

A Set

Ã, B̃ Fuzzy sets

Cn Criteria for n-th component

a Lower bound of fuzzy set

b Middle bound of fuzzy set

c Upper bound of fuzzy set

µÃ(x) Membership function

X Reference set

TMk k-th decision maker group

CB Best criteria

CW Worst criteria

P̃B Best-to-Others vector

P̃W Others-to-Worst vector

w̃ Fuzzy weight of criteria

W Worst criteria

B Best criteria

ỹi Performance value

ṽij Weighted normalized decision fuzzy matrix

2.1. Fuzzy set theory156

The fuzzy set theory can solve the ambiguous and157

imprecise conceptual problems as a practical tool in158

uncertain conditions and environment [33]. The fuzzy159

theory is a framework that has the ability to model160

reality as it is. It tries to bring the model and reality161

closer together and reduce the gap between model-162

ing and human thinking. This framework provides a163

suitable opportunity for the definition of fuzzy terms164

such as low, medium, and high, which corresponds165

well with human thinking and feelings [34].166

A fuzzy set represents elements’ membership

degrees in the defined interval, [0,1], which is spec-

ified as a membership function. To define the basic

fuzzy set, consider a set A defined in reference X as

Ã =
{

(x, µÃ(x))|x ∈ X
}

(1)

where µÃ(x) : X → [0, 1] is the membership func-167

tion of the set Ã. The membership value represents168

the degree of dependency of x ∈ X in A and Ã is169

called a fuzzy set.170

2.1.1. The TFN 171

A TFN represents by three real numbers, the upper

bound (c) as the maximum value, the lower bound (a)

as the minimum value, and the medium value (b) of

TFN like Ã = (a, b, c). The membership function of

a TFN is:

µÃ(x) =

⎧

⎪

⎨

⎪

⎩

x−a
b−a

a ≤ x ≤ b

c−x
c−b

b ≤ x ≤ c

0 otherwise

Consider Ã = (a1, b1, c1), B̃ = (a2, b2, c2) as two

positive TFN, the basic operations for TFNs are as

followed:

Ã ⊕ B̃ = (a1 + a2, b1 + b2, c1 + c2) ,

Ã ⊖ B̃ = (a1 − c2, b1 − b2, c1 − a2) ,

114

Ã ⊗ B̃ = (a1a2, b1b2, c1c2) ,

Ã ⊘ B̃ =
(

a1

/

c2, b1

/

b2, c1

/

a2

)

,

λÃ = (λa1, λb1, λc1) , λ ≥ 0,

2.2. Fuzzy BWM 172

One of the powerful methods of the MCDM tech- 173

nique for determining the weights of the criteria is 174

BWM [29]. When the comparison system is fully 175

consistent with every criterion, or there are two or 176

more criteria in the MCDM, the BWM method can 177

be used to lead the decisions into to a single solution 178

[35]. 179

Fuzzy BWM determines fuzzy weights from the 180

fuzzy reference comparisons, and it is based on the 181

best and the worst criteria [36]. The traditional BWM 182

method uses crisp values for comparisons [29]. How- 183

ever, in uncertain and non-deterministic conditions, it 184

cannot determine weights of criteria accurately. This 185

is one of the reasons that BWM extended to fuzzy 186

BWM [30, 31]. The fuzzy BWM has the outstanding 187

features of the BWM method and yields the weight 188

of the criteria based on TFN. Therefore, it leads to 189

keep the originality of the information. 190

Weighting criteria by using fuzzy BWM included 191

four steps. 192

Step 1: Building a set of decision criteria, including 193

n components, {C1, C2, ..., Cn}. 194
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Table 1

Linguistics variable and CIs for assessing the weight of risk

factors

Linguistics terms Fuzzy membership value CIs

Equally important (EI) (1,1,1) 3.00

Weakly important (WI) (2/3,1, 3/2) 3.8

Fairly important (FI) (3/2,2,5/2) 5.29

Important (I) (5/2,3,7/2) 6.69

Very important (VI) (7/2,4,9/2) 8.04

In this step, in order to assess the alternatives, the195

decision criteria system is built.196

Step 2: Determining the best (CB) and the worst (CW )197

criteria based on the judgment of the k groups of198

decision-makers, {TM1, TM2, ..., TMk}.199

Step 3: Determining p̃ij as a fuzzy reference com-200

parison.201

In this step, the qualitative preferences of the best202

and worst criterion over every other criterion can be203

made by utilizing the linguistic terms in Table 1. After204

transforming linguistic variable to TFN, the obtained205

fuzzy Best-to-Others (BO) vector is:206

P̃B = (p̃B1, p̃B2, ..., p̃Bn) (2)

where p̃Bj , j = 1, 2, . . . , n is the fuzzy preference207

of the best criterion, and p̃BB = (1, 1, 1).208

In a similar way, we can determine the qualita-

tive preference of the risk factors over the worst risk

factor. Therefore, the fuzzy Others-to-Worst (OW)

vector is:

P̃W = (p̃1W , p̃2W , ..., p̃nW ) (3)

where p̃jW , j = 1, 2, . . . , n, is the fuzzy prefer-209

ence of the worst criterion, and p̃WW = (1, 1, 1).210

Step 4: Determining optimal fuzzy weights211

(w̃∗
1, w̃

∗
2, ..., w̃

∗
n).212

In this step, in order to obtain the constrained

optimization problem for determining optimal fuzzy

weights, (4) is used. The purpose of obtaining w̃∗
n is

to consider decision makers’ preference in each cri-

terion. The optimal weight for the criteria is the one

where for each pair of w̃B
w̃j

= p̃Bj , and
w̃j

w̃W
= p̃jW .

With regards to sum condition for weights, the fol-

lowing problem results:

min max

{∣

∣

∣

∣

w̃B

w̃j

− p̃Bj

∣

∣

∣

∣

,

∣

∣

∣

∣

w̃j

w̃W

− p̃jW

∣

∣

∣

∣

}

s.t.

⎧

⎪

⎪

⎨

⎪

⎪

⎩

n
∑

j=1

w̃j = 1

0 ≤ aw
j ≤ bw

j ≤ cw
j , j = 1, 2, ...., n

(4)

where p̃jW = (ajW , bjW , cjW ) and p̃Bj = (aBj, 213

bBj, cBj). 214

The minimax model in (4) can be transferred to the

nonlinear constrained optimization problem [37] as

follows:

min ξ̃

s.t.

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

∣

∣

∣

∣

w̃B

w̃j

− p̃Bj

∣

∣

∣

∣

≤ ξ̃

∣

∣

∣

∣

w̃j

w̃W

− p̃jW

∣

∣

∣

∣

≤ ξ̃

n
∑

j=1

w̃j = 1

0 ≤ aw
j ≤ bw

j ≤ cw
j , j = 1, 2, ..., n

(5)

where ξ̃ is a TFN. 215

Because aξ ≤ bξ ≤ cξ , we suppose that ξ̃∗ = 216

(k∗, k∗, k∗), k∗ ≤ aξ then (5) can be transferred to 217

(6): 218

min ξ̃∗

s.t.

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

∣

∣

∣

∣

(aw
B, bw

B, cw
B )

(aw
j , bw

j , cw
j )

− (aBj, bBj, cBj)

∣

∣

∣

∣

≤ (k∗, k∗, k∗)

∣

∣

∣

∣

(aw
j , bw

j , cw
j )

(aw
W , bw

W , cw
W )

− (ajW , bjW , cjW )

∣

∣

∣

∣

≤ (k∗, k∗, k∗)

n
∑

j=1

w̃j = 1

0 ≤ aw
j ≤ bw

j ≤ cw
j , j = 1, 2, ..., n

(6)

219

By solving the model in (6), the optimal fuzzy 220

weights of all DMs w̃∗
j =

(

w̃∗
1, w̃

∗
2, ..., w̃

∗
n

)

and opti- 221

mal value of ξ∗ are obtainable. 222

In order to calculate the consistency ratio (CR), ξ∗
223

is used. The CR can be obtained according to CR = 224

ξ∗/

CI . This ratio is acceptable when CR < 0.1 [38]. 225

The maximum possible value of consistency index 226

(CI) in linguistic variables for fuzzy BWM, is given 227

in Table 1. 228
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Table 2

Linguistic variables for ranking failure modes

Linguistic Very low Low Slightly Medium Slightly High Very High

variables (VL) (L) Low (SL) (M) High (SH) (H) (VH)

TFNs (0,0,1) (0,1,3) (1,3,5) (3,5,7) (5,7,9) (7,9,10) (9,10,10)

2.3. Fuzzy MOORA229

The fuzzy MOORA is developed in three differ-230

ent approaches, the ratio method, reference point231

approach, and full multiplicative form [39]. In this232

study, the fuzzy ratio approach in [40] is considered233

for further investigation. In this method, linguis-234

tic variables in Table 2 are used for rating failure235

modes; for implementing this method, steps are as236

follow:237

Step 1: A set of TFNs are used to create a decision

matrix with m alternatives and n criteria:

X̃ =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

x̃11 x̃12 ... x̃1n

x̃21 x̃22 ... x̃2n

...

x̃m1 x̃m2 ... x̃mn

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(7)

where x̃ij = (ax
ij, b

x
ij, c

x
ij) is TFN and i = 1, 2, ..., m,238

j = 1, 2, ..., n239

Step 2: Normalized elements of decision matrix:

tx∗
ij =

txij
√

m
∑

i=1

[(ax
ij)2 + (bx

ij)2 + (cx
ij)2]

, t = a, b, c

(8)

Step 3: The multiplication of w̃j by the normal-

ized decision matrix results in the formation of the

weighted normalized decision matrix as:

ṽij = (av
ij, b

v
ij, c

v
ij) = (aw

j ax
ij, b

w
j bx

ij, c
w
j cx

ij) (9)

Step 4: The ṽij is used to calculate the performance

of the normalized value by subtracting the useless

criteria from the total of useful criteria:

ỹi =

g
∑

j=1

ṽij −

n
∑

j=g+1

ṽij (10)

where ỹi is a TFN,
g
∑

j=1

ṽij and
n
∑

j=g+1

ṽij are beneficial 240

and non-beneficial criteria, respectively; g and n − g 241

are numbers of beneficial and non-beneficial criteria, 242

respectively. 243

Step 5: The best non-fuzzy performance (BNP) [41]

is used to convert the fuzzy performance values that

are normalized to a non-fuzzy value:

BNPi(ỹi) = yi =
(c

y
i − a

y
i ) + (b

y
i − a

y
i )

3
+ a

y
i

(11)

The ranking of the failure modes can be performed 244

using BNP when the values are sorted from the largest 245

to the smallest. The largest value is considered to be 246

the most important one. 247

3. Proposed approach 248

Using the fuzzy BWM for weighting criteria and 249

fuzzy MOORA for ranking failure modes, the pro- 250

posed method in this study is divided in three main 251

stages. 252

In the first stage, five experienced clerks in the OPD 253

section of a hospital, defined 11 key failure modes 254

resulted in patient waiting time management, using 255

brainstorming (see Table 3). The values of the three 256

factors of RPN are also given in Table 4. 257

In the second step, the fuzzy BWM method is 258

used to determine the importance of RPN factors 259

and weigh them, such that at first, the best and worst 260

criteria are determined and then paired comparisons 261

are made based on the linguistic data. Consequently, 262

by using the fuzzy BWM model in (6), the optimal 263

weight of the criteria is determined. 264

In the third step, the ranking of failure modes 265

for managing patient waiting time at OPD was 266

performed by utilizing the fuzzy MOORA method 267

using linguistic variables. The output of this model 268

is to prioritize key criteria in managing patient 269

waiting time at OPD. Finally, the results of the 270

proposed method are compared with Conventional 271

RPN, Conventional MOORA, and fuzzy MOORA. 272
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Table 3

Selected failure modes

Failure Definitions

Modes

F1 Long check-in time of patients in OPD

F2 Postpone/cancel appointments due to

emergency cases

F3 Delay of the visit because of first new

patient appointment.

F4 Disturb others because of boring waiting

time for patients results in disorder

F5 Patient exit the office without checkout

process

F6 Completed visit but not within the

expected time

F7 Patient exit office, but lost to adjoin in

primary care offices since no direction

provided on location of checkout

F8 Office visit completed but patient have

not given any recommendations or

booklet

F9 Returned patients make disorder because

they are familiar with the checkout office

and the checkout process

F10 Patients exit the office, considering

receiving a phone call later

F11 No entertainment or special space for

kids results in chaos

Table 4

Traditional ratings for RPN factors [42]

Rating S O D

10 Hazardous

without warning

Very high: Almost

failure is

inevitable

Absolute

uncertainty

9 Hazardous with

warning

8 Very high High: repeated

failures

High: repeated

failures7 High

6 Moderate Moderate:

occasional failures

Moderate:

occasional

failures

5 Low

4 Very low

3 Minor Low: relatively

few failures

Low: relatively

few failures2 Very minor

1 None Remote: unlikely

failure

Remote: failure

is unlikely

Figure 1, illustrates a summary of the proposed273

method.274

4. Results and discussion275

In this section, the results of implementing the276

proposed approach in order to reduce the patient’s277

waiting time presented and discussed. In the first step,278

according to the first phase of this approach, conven-279

tional RPN method, failure modes are identified by280

Fig. 1. Research Framework.

the FMEA team and the values of the three effective 281

criteria SOD for each failure mode are determined 282

(see Table 3). 283

Then, according to FMEA teams’ opinions lin- 284

guistic variables are assigned into each risk factors 285

(Table 5) and consequently corresponding TFN in 286

Table 2 are assigned to each linguistic variable. 287

Thereafter, the weights of the TFNs are determined 288

using the fuzzy BWM method. For this purpose, the 289

experts identified the best and worst factor in pro- 290

longation of waiting time due are identified based on 291

experts’ experience and their importance relative to 292

other factors (paired comparisons) in the form of lin- 293

guistic variables in Table 1 (see Table 6). For instance, 294

for making first best vector, TM1 identified O as a best 295

criterion, then the importance of O compared with the 296

other factors. The comparison results are written in 297

fuzzy number and by using (6), all limitations are 298

found and the BO and OW vectors are calculated as 299

follows: 300

P̃B =
[

(1, 1, 1), (3/2, 2, 5/2), (5/2, 3, 7/2)
]

P̃W =
[

(5/2, 3, 7/2), (3/2, 2, 7/2), (1, 1, 1)
]

The mathematical programming model in (6) is 301

updated as
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Table 5

FMEA teams’ opinions for risk factors scoring in managing patients’ waiting time

Failure Severity (S) Occurrence (O) Detection (D)

Modes TM No.

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

F1 1(L) 2(SL) 1(L) 1(L) 2(SL) 2(SL) 2(SL) 1(L) 2(SL) 1(L) 2(SL) 2(M) 1(L) 2(SL) 1(SL)

F2 7(H) 9(H) 9(VH) 9(H) 5(SH) 7(H) 5(SH) 9(H) 8(H) 7(SH) 7(H) 5(H) 9(SH) 8(H) 7(SH)

F3 2(SL) 1(L) 1(L) 2(SL) 2(SL) 1(L) 2(SL) 2(SL) 1(L) 2(SL) 1(L) 2(VL) 2(L) 1(VL) 2(VL)

F4 3(M) 5(SH) 7(SH) 3(M) 5(SH) 3(M) 2(SL) 3(M) 1(SL) 3(M) 3(M) 2(SH) 3(H) 1(SH) 3(SH)

F5 5(SH) 3(M) 7(SH) 5(SH) 8(H) 2(SL) 3(M) 2(SL) 2(SL) 3(M) 2(SH) 3(H) 2(H) 2(SH) 3(SH)

F6 7(SH) 3(M) 5(SH) 7(SH) 3(M) 3(M) 3(M) 3(M) 6(SH) 2(SL) 3(SH) 3(SH) 3(M) 6(SH) 2(M)

F7 1(L) 2(SL) 2(SL) 3(M) 1(L) 2(SL) 3(M) 6(SH) 3(M) 3(M) 2(M) 3(M) 6(M) 3(SH) 3(M)

F8 3(M) 6(SH) 3(M) 3(M) 2(SL) 3(M) 3(M) 3(M) 2(SL) 3(M) 3(SL) 3(SL) 3(SL) 2(SL) 3(L)

F9 7(SH) 3(M) 2(SL) 3(M) 3(M) 3(M) 2(SL) 2(SL) 3(M) 2(SL) 3(L) 2(VL) 2(VL) 3(L) 2(VL)

F10 5(SH) 9(H) 7(H) 7(SH) 8(H) 7(H) 9(VH) 7(H) 9(H) 8(H) 7(VH) 9(VH) 7(VH) 9(H) 8(H)

F11 3(M) 7(SH) 2(SL) 3(M) 3(M) 7(SH) 3(M) 3(M) 2(SL) 3(M) 7(M) 3(SL) 3(SL) 2(M) 3(M)

Table 6

Best and worst of triple factors based on FMEA teams’ opinions

No. of BO vector of OW vector of

Team risk factors risk factors

Best S O D Worst S O D

TM1 O EI FI I D I FI EI

TM2 S I EI WI D I FI EI

TM3 O EI I FI D FI WI EI

TM4 S FI EI I D VI I EI

TM5 O EI FI WI S VI EI WI

Min = ξ

s.t.

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

−ξc2 ≤ a1 − 1.5c2 ≤ ξc2

−ξc3 ≤ a1 − 2.5c3 ≤ ξc3

−ξc3 ≤ a2 − 1.5c3 ≤ ξc3

−ξb2 ≤ b1 − 2b2 ≤ ξb2

−ξb3 ≤ b1 − 3b3 ≤ ξb3

−ξb3 ≤ b2 − 2b3 ≤ ξb3

−ξa2 ≤ c1 − 2.5a2 ≤ ξa2

−ξa3 ≤ c1 − 3.5a3 ≤ ξa3

−ξa3 ≤ c2 − 2.5a3 ≤ ξa3

a1 + 4b1 + c1

6
+

a2 + 4b2 + c2

6
+

a3 + 4b3 + c3

6
=1

0 ≤ ai ≤ bi ≤ ci , i = 1, 2, 3

ξ ≥ 0
(12)

302

Model (12) solved and the results are presented303

in Table 7. Given that the largest linguistic vari-304

able based on experts’ opinion for the best factor is305

selected as Important (I), the CR calculated and all306

result showed the value smaller than 0.1, which verify 307

that results are acceptable. 308

In the third phase of the proposed approach, based 309

on the results of the first and second phases, risk sce- 310

nario ranking is performed using the fuzzy MOORA 311

method. Initially, the weighted normalized matrix is 312

obtained by considering the weights of the three SOD 313

factors (see Table 8). 314

As outlined in the proposed approach, in this sec- 315

tion, the fuzzy ratio system approaches from the fuzzy 316

MOORA method is implemented. Table 9 shows the 317

results of the BNP, taking into account the uncertainty 318

in the SOD factors. 319

The uncertainty of the SOD factors and weigh- 320

ing of these factors are considered, and failure 321

modes have been re-ranked using RPN, conventional 322

MOORA and fuzzy MOORA methods and the result 323

is summarized in Table 10. 324

According to Table 10 and based on the tradi- 325

tional RPN, the risk of F10 with RPN = 720 has been 326

addressed in the first priority. In addition, the risks F1 327

and F9 with RPN = 12 are jointly in the eighth prior- 328

ity and the risks F7 and F8 with RPN = 60 are jointly 329

in the seventh priority. With a general review of the 330

prioritization of risks based on traditional FMEA, it 331

can be concluded that prioritization of risks has been 332
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Table 7

Weights of factors listed as a TFN

No. of S O D ξ∗ CR

Team a b c a b c a b c (CI = 6.69)

TM1 0.517 0.517 0.597 0.261 0.288 0.400 0.161 0.161 0.202 0.209 0.031

TM2 0.267 0.282 0.338 0.418 0.489 0.597 0.216 0.216 0.216 0.438 0.065

TM3 0.181 0.181 0.181 0.262 0.280 0.280 0.402 0.551 0.642 0.504 0.075

TM4 0.123 0.148 0.148 0.222 0.444 0.556 0.370 0.444 0.444 0.228 0.028

TM5 0.247 0.342 0.342 0.190 0.262 0.262 0.314 0.445 0.445 0.203 0.025

w*
j 0.375 0.448 0.493 0.271 0.353 0.419 0.186 0.210 0.218

Table 8

Normalized fuzzy assessment matrix

Failure Modes S O D

F1 0.02 0.07 0.14 0.01 0.05 0.11 0.04 0.09 0.15

F2 0.20 0.27 0.31 0.21 0.26 0.29 0.18 0.24 0.28

F3 0.02 0.07 0.14 0.02 0.07 0.12 0.00 0.01 0.05

F4 0.07 0.14 0.20 0.12 0.18 0.24 0.15 0.21 0.26

F5 0.02 0.07 0.14 0.15 0.21 0.26 0.17 0.23 0.28

F6 0.10 0.16 0.23 0.12 0.18 0.24 0.12 0.18 0.24

F7 0.10 0.16 0.23 0.03 0.08 0.14 0.10 0.16 0.22

F8 0.08 0.15 0.22 0.09 0.15 0.21 0.02 0.08 0.14

F9 0.06 0.12 0.19 0.09 0.15 0.21 0.00 0.01 0.05

F10 0.24 0.30 0.33 0.18 0.24 0.28 0.24 0.28 0.30

F11 0.10 0.16 0.23 0.09 0.15 0.21 0.07 0.12 0.18

Table 9

The value of BNP for each failure mode

Failure modes ỹi yi

F1 (0.02, 0.07, 0.15) 0.078

F2 (0.17,0.26, 0.34) 0.256

F3 (0.01, 0.06, 0.13) 0.067

F4 (0.09, 0.17, 0.26) 0.172

F5 (0.08, 0.15, 0.24) 0.157

F6 (0.09, 0.18, 0.27) 0.179

F7 (0.06, 0.13, 0.22) 0.138

F8 (0.06, 0.14, 0.22) 0.140

F9 (0.05, 0.11, 0.19) 0.116

F10 (0.19, 0.28, 0.34) 0.270

F11 (0.07, 0.15, 0.24) 0.155

Table 10

Comparison of prioritized results

Failure Conventional Conventional Fuzzy

Modes FMEA MOORA MOORA

RPN Rank yi Rank yi Rank

F1 12 8 0.152 9 0.078 10

F2 576 2 0.543 2 0.256 2

F3 4 9 0.109 10 0.067 11

F4 245 3 0.412 3 0.172 4

F5 224 4 0.412 3 0.157 5

F6 210 5 0.391 4 0.179 3

F7 60 7 0.282 6 0.138 8

F8 60 7 0.261 7 0.140 7

F9 12 8 0.195 8 0.116 9

F10 720 1 0.586 1 0.270 1

F11 125 6 0.326 5 0.155 6

done in a way that risks are grouped into eight cat- 333

egories. It indicates that the prioritization based on 334

this traditional index is not fully ranked and confuses 335

the decision-maker in risk management and correc- 336

tive/preventive action planning. 337

Based on conventional MOORA method, F10 with 338

yi = 0.586, F2 with yi = 0.543 and F4, F5 with 339

yi = 0.412 are in first, second and third rank, respec- 340

tively. The prioritization of failure modes based on 341

conventional MOORA, are grouped in nine cate- 342

gories. Therefore, the aim of conventional MOORA 343

utilization is partially improving the shortcoming of 344

traditional FMEA, where the number of categories 345

increased from eight to nine. 346

Using the fuzzy MOORA method, it is observed 347

that all identified risks are in distinct priorities. In 348

other words, the proposed method of this study, con- 349

sidering the uncertainty of the risk scenario, has tried 350

to resolve some of the main deficiencies of the tradi- 351

tional RPN and the conventional MOORA method. 352

In this method, the rank of F10, F2 and F4 has not 353

changed in comparison of two other methods, but 354

failure modes are fully ranked in 11 categories. 355

In summary, the non-interference weight of SOD 356

factors, as well as the certainty in the process, 357

is the result of conventional FMEA deficiencies. 358

In the conventional MOORA method, contributing 359

experts’ ideas in the decision-making matrix results 360

on increasing the number of categorizations from 361
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Fig. 2. Prioritized results from the proposed method.

eight to nine groups. However, decisive decision-362

making matrix and uncertainty exist in the experts’363

decisions leads to imperfect ranking. To cover the364

deficiencies of above-mentioned traditional methods,365

in the fuzzy MOORA, the decision of the experts con-366

tributed in the TFN form and the weight of the SOD367

factors is obtained through the fuzzy BWM method.368

4.1. Sensitivity analysis369

In this article, for the uncertainty reduction in370

the obtained outputs, sensitivity analysis is used. In371

sensitivity analysis, weights of risk factors changed372

according to the fuzzy group matrix, such that, the373

obtained original weights from fuzzy BWM are used374

in case 0. However, in other cases (case 1, case 2,375

case 3 and case 4) different weights for risk factors376

are defined. Table 11 and Fig. 3 present the result of377

sensitivity analysis and indicate that the most impor-378

tant failure mode is F10 which is in the first place in all379

cases. Furthermore, due to the same values of SOD,380

in F1, F2, F3, F4, F9, F11 despite the weight changing,381

Fig. 3. Sensitivity analysis.

there was no change in failure mode ranking. How- 382

ever, ranking of F5, F6, F7, F8 was changed in various 383

cases due to the different value of SOD. 384

According to the experts’ opinions, in F7, D criteria 385

have more value than S and O, therefore, if weights 386

of D criteria increases, F7 will place in higher ranks. 387

Contrariwise, in F8, increment of D criteria’s weight 388

causes lower rank of this failure mode. In addition, 389

there are big values of uncertainties in ranking F5, 390

F6 factors which cause by the proximity of RPN’s 391

amount. The result of sensitivity analysis shows that 392

weights of risk factors have a significant effect on 393

the final ranking order. Consequently, appropriate 394

weights based on hospital conditions and experts’ 395

opinions can result in accurate ranking and correct 396

actions. 397

5. Conclusion 398

Patient waiting time is an essential factor in choos- 399

ing health centers because of increasing demand 400

for providing effective health service, and inten- 401

sive competitiveness among health centers. In this 402

Table 11

Sensitivity analysis for different cases

Failure Modes Case 0 Case 1 Case 2 Case 3 Case 4

WS = 0.35 WS = 0.2 WS = 0.2 WS = 0.3 WS = 0.5

WO = 0.443 WO = 0.65 WO = 0.4 WO = 0.4 WO = 0.25

WD = 0.207 WD = 0.15 WD = 0.4 WD = 0.3 WD = 0.25

F1 10 10 10 10 10

F2 2 2 2 2 2

F3 11 11 11 11 11

F4 4 4 4 4 4

F5 5 5 3 5 6

F6 3 3 5 3 3

F7 8 8 7 7 7

F8 7 7 8 8 8

F9 9 9 9 9 9

F10 1 1 1 1 1

F11 6 6 6 6 5
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paper, to identify the failure modes for patient wait-403

ing time management, fuzzy-BWM presented for404

weighting criteria. Thereafter, failure modes ranked405

through fuzzy-MOORA method. The main purpose406

of these methods is to overcome the shortcoming407

of conventional FMEA (RPN index). In contrast,408

the fuzzy-MOORA contributes certainty and produce409

full prioritization of failure modes. The comparison410

of prioritization results through the proposed method411

and convention RPN, MOORA, prove the effective-412

ness of the proposed method.413

Generally, in order to manage patient waiting time,414

the following three key scenarios are prioritized:415

1) The main failure occurs when the patient com-416

pletes office visit, and never receives a phone call417

from health center for the next session. Human errors418

are the main reason for this failure. Therefore, the419

patient referral in next days (in-person or phone)420

results in chaos in the OPD section and prolonga-421

tion of other patients waiting time. The recommended422

action is that all other sections, direct patients to423

checkout station.424

2) Postponing/canceling appointments due to425

emergency cases. The cause of failure is that patient426

feels rest less and may cancel the appointment and opt427

another hospital. The main effect is on the hospital428

reputation and number of patients would be reduced429

because of some disorders. The action proposed for430

this failure is engaging interactive activities for spe-431

cialist clinics.432

3) Failure happens when office visit completes433

but not in the estimated time. The possible effect is434

the patient’s opinion changing about hospital. Pre-435

planning appointments through online platforms can436

be helpful to prevent this failure occurrence.437

5.1. Limitations and future scope438

Overlooking the cause and effect relation of failure439

modes is the main limitation of this study. Future stud-440

ies can address this problem through the cognitive441

map based on Z-number theory [43]. The proposed442

approach in this study can also use for qualitative443

assessment data in a complex decision-making envi-444

ronment based on Type II fuzzy sets, D-number [44],445

R-number [45], and G-number [46].446

In addition, in order to manage patient waiting447

time efficiently in healthcare industry, we need to448

position the patients’ order in the right place of the449

healthcare supply chain. The patient order penetra-450

tion point [47–52] defines the stage in the healthcare451

value chain, where a personalized healthcare service452

such as treatment is linked to a specific patient order, 453

such as organ transplants and the blood transfusion 454

[53]. The challenge would be more critical for ser- 455

vicing and tracing the large scaled markets [54, 55]. 456
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fuzzy AHP and fuzzy MOORA approach to the problem 607

of industrial engineering sector choosing, Expert Systems 608

with Applications 42(24) (2015), 9565–9573. 609

[40] L.E. Wang, H.C. Liu and M.Y. Quan, Evaluating the risk of 610

failure modes with a hybrid MCDM model under inter-val- 611

valued intuitionistic fuzzy environments, Comput Ind Eng 612

102 (2016), 175–185. 613

[41] J. Wu, J. Tian and T. Zhao, Failure mode prioritization by 614

improved RPN calculation meth-od. In 2014 Reliability and 615

Maintainability Symposium (2014) (pp. 1-6). IEEE. 616
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