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Abstract. In this paper, two techniques for sentiment classification are proposed:
Gujarati Lexicon Sentiment Analysis (GLSA) and Gujarati Machine Learning
Sentiment Analysis (GMLSA) for sentiment classification of Gujarati text film
reviews. Five different datasets were produced to validate the machine learning-
based and lexicon-based methods™ accuracy. The lexicon-based approach employs
a sentiment lexicon known as GujSentiWordNet. which identifies sentiments with
a sentiment score for feature generation, while in the machine learning-based
approach, five classifiers are used: logistic regression (LR), random forest (RF),
k-nearest neighbors (KNN). support vector machine (SVM), naive Bayes (NB)
with TF-IDF. and count vectorizer for feature selection. Experiments were carried
out and the results obtained were compared using accuracy, precision, recall, and
F-score as performance evaluation criteria. According to the test results. the
machine learning-based technique improved accuracy by 3 to 10% on average
when compared to the lexicon-based approach.

Kevwords: Gujarati text, lexicon; machine classifier, movie reviews, sentiment analvsis.

1 Introduction

Text categorization is a subset of opinion classification for the evaluation of
people’s views and attitudes toward various subjects. Usage of social media
platforms has increased in recent years. which has resulted in the generation of a
huge amount of data on the web. Many different online platforms are available,
such as retail, entertainment and content communities, messaging, and blogging
services, where users can express their opinions. This results in large data that
cannot be analyzed manually, necessitating the use of a method such as sentiment
analysis, which offers atomization.

Individual users’ perspectives differ from one another. Therefore, it is critical to
evaluate many different opinions to offer more realistic thoughts about a topic
and a large number of opinions must be analyzed. The bulk of the material on the

Received December 13% 2021, Revised July 26% 2022 Accepted for publication September 6% 2022,
Copyright © 2023 Published by IRCS-ITB, ISSN: 2337-3787, DOL: 10.5614/1thy 1ct res.appl 2023.17.1.1



2 Parita Shah, et al.

internet is in English, but owing to the increased awareness of online media,
information in regional languages is also increasing quickly. So far, not much
attention has been paid in the literature to Indian languages, particularly
languages like Gujarati [1].

According to our literature survey, lexicon-based and machine learning-based
approaches have been utilized for sentiment classification. Machine learning
(ML) algorithms are used to predict sentiment in ML-based methods [2]. On the
other hand, sentiment lexicons are utilized in lexicon-based sentiment analysis.
Lexicons are characterized as either lexicon-based or corpus-based, based on the
resources used to determine sentiment polarity. Lexicon-based methods begin
with seed emotion words and then proceed with synonyms and antonyms.
Corpus-based methods start with sentiment seed words and then build a huge
corpus of opinion words in the same context [3].

Due to a lack of resources for Gujarati, the authors propose an algorithm that
relies on a machine-learning classifier as well as a sentiment lexicon. Because
there was no widely available dataset of movie reviews written in Gujarati, a
dataset of movie reviews in Gujarati was generated. Both suggested methods
were evaluated on this dataset. It was determined that ML-based classification
produced more accurate results than lexicon-based classification. The same
approaches were applied to five unique datasets, comprising various real-world
data, to test the accuracy of the suggested method.

2 Related Work

The relevant literature can be categorized into two types according to the
approach applied: lexicon-based and ML-based. Supervised methods are often
used in ML-based systems using TF-IDF and count vectorizer as feature
generators [4]. Lexicon-based approaches need the development of a lexicon [5],
which may be generated from an existing lexicon or derived from opinion words
in a corpus. Using the lexicon’s polarity values, the general mood of the document
is predicted. Table 1 shows the lexicon technique as well as the prediction model
used for sentiment analysis in the Indian language.

The point of convergence of this research was to perform sentiment analysis from
review data related to movies. A previous study [6], has proposed the Senti-
lexical algorithm to find the furthest point of a study as positive, negative, or
neutral. The authors furthermore proposed a procedure to manage words that
affect studies, while the effect of emoticons can similarly be inspected.
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Table 1 Prediction classifier and lexicon-based sentiment analysis of Indian

language.
Reference Language Method Used Dataset Accuracy
[71 Hindi Naive Bayes Movie Review 80% (Hindi)
Hindi, . 34% (Bengali)
[g] Tamil, Sf{g;}’;::fet SAIL2015 56.7% (Hindi),
Bengali 39.3% (Tamil)
9] Konkani Konkani WordNet Not Specified Not Specified
[10] Malayalam Malayalam WordNet Movie Reviews 85%
[11] Punjabi Punjabi WordNet Blogs and News Not Specified
Papers
[12] Kannada Kannada WordNet D(giﬂzi::lt Not Specified
Synset Replacement
Algorithm (Guj
[5] SentoWordNet), Tweets 52.72%
Gujarati WordNet, Bag-of
words
[13] Support vector Machine NO“??J;:::I 40 92%
Machine Translation 65.96%
[14] Hindi Hindisentiwordnet Movie Reviews 60.31%
Support vector Machine 78.14%
NB, SVM, KNN, Benoali
[15] Bengali Decision tree, SVM, £ 98.7% (SVM)
RF Horoscope
Maximum entropy,
[16] Tamil NB, SVM, decision Movie 75.9% (SVM)
tree.
[17] Punjabi Naive bayes Blogs and News Not specified
Papers
[18] Kannada Decision Tree (ID3) Km&iﬂz‘ﬁowe 79%
[19] Naive bayes Hindi Tweets 56%
[20] Hindi Decision Tree Hindi tweets 45%
(weka)
[21] Malayalam I exicon based Malayalam text 87.5%
[22] Hindi I exicon based Movie review 75%
Hindi and . Hindi and 50.75% (Hindi)
5
[23] Bengali Lexicon based Bengali tweets 48.82% (Bengali)
9 icon-
Lexicon based 78% (lexicon
[24] Kannada Maximum entropy Kannada based)
- ) ﬁal‘ve Baves documents 90% (NB)
Y 93% (ME)

The goal of Ref. [25] was to extract opinions from movie reviews and to group
the opinions communicated at various levels using sentiment lexicons. This paper
offers exploratory outcomes utilizing a technique inspired by nature (molecule
swarm streamlining) for marking. This improvement strategy repeatedly marks
all words in a lexicon and evaluates the accuracy of the assessment
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characterization utilizing a lexicon until the ideal names for words in the lexicon
are found. A helper approach using an AI strategy is incorporated into the
technique presented in [26]. This method could classify over 90% of the texts and
accomplished preferable outcomes compared to the lexicon-based method. A
crossover model can be utilized for senfiment analysis in human-robot
communications.

Opinion mining, a subdiscipline of information mining and computational
etymology, refers to computational methods for extracting, characterizing,
understanding, and evaluating sentiment. Each article presents an unique
imaginative examination structure, computational techniques, and selected
results and models. The authors in Ref. [28] explored opinion mining and
sentiment classification and concentrated on three non-English dialects to study
the characterization techniques and the proficiency of every algorithm utilized. It
was discovered that most of the non-English research followed techniques
employed for the English language, with only little use of unambiguous linguistic
features such as morphological variation. According to all reports, the field of
application appears to be confined to specified topics.

In another paper, [29], the author presented a technique for producing an area-
explicit lexicon utilizing a probabilistic approach together with monetary-based
information, i.e., stock value weight. This work is different from common
approaches in that it builds area-explicit dictionaries and the opinion scores are
processed by considering the earlier stock value change, achieving an average of
50% of accuracy.

In the overview in [30], several potential computation enhancements and many
SA applications are explored and briefly described. These items were categorized
according to their function among the various SA processes. Disciplines related
to SA that have recently attracted specialists are discussed. The primary goal of
this research was to provide a nearly complete picture of SA techniques and
related disciplines.

3 Materials and Methods

To apply sentiment analysis to Gujarati, a text dataset had to be created by the
authors of the present paper due to the unavailability of a standard dataset, which
required effort, research, and time from the authors’ end. The authors had to
perform text processing to generate more accurate results. To apply the lexicon-
based and machine learning-based techniques without a valid dataset for result
analysis was a challenging task, even though the authors overcame these
challenges and managed to produce satisfactory results by applying the lexicon-
based and machine learning-based techniques.
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3.1 Data Extraction

Data extraction is a critical step in big data analysis. The Beautiful Soup library,
which is a free and open-source library, was used to collect data from various
movie review websites. It is possible to retrieve reviews automatically based on
a single seed URL. A seed URL allows us fo navigate across all web pages of a
domain. After extracting reviews, a sentiment score of 0 or 1 was assigned to each
review based on the ratings given on the website for the movie by critics/users; if
the rating of the movie was greater than 3, a score of 1 was assigned. meaning
‘good movie’; if the rating was less than 3, a score of 0 was assigned, meaning
‘terrible film’, as stated in Figure 1.

text experience

o dlcl s 113 «Al=il aslq izl syz ulzelldl 211 . 1
1 d-i=il [alau uzieoll2Nl yiadl @AEsa uRqaiz-1_ . 1
2  oleedld 21S53AAAN 2 [Es1F] Auq Msiwt Hiz didl o 1
3 dlclxlg20lell 2] ooz 2 orlal 1A D % 2l 1
4 dldl dal soqaz-Al =dl2dl 5& D u3g 1y 1 (o]
5 Al o112 lél=il 3R s ydi-i [S1e1s «ig1 51 1
6 aldl [Afa= ui=l 18-l 2445 aidalzil As 211 1
& asal aidl 284 (Gl 2asail A i 1
8 5185 2125 eid sl M8 Gy 52dl HIZ2 daul 1
9 5 sy=tle 213 221l=15 B0l o8 5] B2l W o
10 el uRBaiz={l aial 214120 1S 1a1»el-t Rig, . o
11 aldl siowa rad= d9-1 Dadl BEeddl AAs ya 1
12 S1Hl 21814 <1 dl S1Hl A2 214 9S1 Ul 1
13 e 2HA AN A=l Hidl 215dEl sS4l 1 o
14 aladl o212 2 s 22u=41 Ul Uil didly s 1
15 wel elE aldl dadudl 1261 Braidlst 202 | 1
16 alal 241 (5= etzdla aiyA-11-i1 ecayd . 1
17 dAlcl ma- 2o Au-l sl <le-d 1
18 adtdl 2ex2u U eNUl d-dl qU-dl 2R U 1
19 2L5ddl edleil @d=1 U2 35 d=-AU RIS <12 1

Figure 1 Movie review dataset.

Based on reviews from various websites, the datasets were named
Gujwebiduniya, Hungama, Times of India, User, and FilmFare. These names are
used in this paper to refer to these datasets. Table 2 lists the sources the reviews
were retrieved from.
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Table 2 Details of extracted reviews.
Sr.no. Website URL No. of
reviews
0l. https://gujarati.webdunia.com/movie-review (the source language of 232
this website is Gujarati)
02. https://www.bollywoodhungama.com (machine translation was used 592
to convert reviews from English to Gujarati)
03. https://www filmfare.com/reviews (machine translation was used to 396
convert reviews from English to Gujarati)
04. https:/timesofindia.indiatimes.com/entertainment/movie-reviews 572
(machine translation was used to convert reviews from English to
Gujarati)
05. Manual collection of reviews from users in the Gujarati language 293
3.2 Data Preprocessing

Data preparation entails adequate data fragmentation and data cleaning. In this
study, we utilized NLP preparation techniques [6], such as stopword removal,
tokenization, and so on. Data preparation results in more robust data with reduced

noise.

3.2.1 Removing Stop Words, Special Characters, and Hyperlinks

Stop words do not have any effect on the opinion expressed, so they must be
removed for normalization.

3.2.2 Tokenization into Sentence and Word

Delimiters are used to split textual material into sentences, which are then broken
down into words.

Read the Movie Review

Muyie Review Datapet ¥ Example Sentence
‘A Hdl ol 8.d s 208 ydl 8.
AR alcdl B
Tokenization Data Cleaning
— _
Break paragraph into sentence After removal of Stop words and
z aragrs s &
and sentence into word . punctuation marks output sentence
Generated tokens are will be.

el ondl, 208, e, Aldl

Figure 2 Gujarati text pre-processing steps.

el a6l 203 yell 22 aldl
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3.3 GLSA (Gujarati Sentiment Lexicon (Lexicon) based
approach)

Sentiment classification based on a lexicon approach was used to help to identify
sentiments related to film reviews in the Gujarati language, where overall review
polarity was graded as positive or negative using Gujarati SentiWordNet. The
Synset Replacement Algorithm was used instead of accuracy enhancement for
Gujarati words that are not available in Gujarati SentiWordNet. Figure 3
represents the lexicon-based method [31].

Input Movie Review
Dataset in Gujarati
Text

!

Pre-processing

|

Sentiment Yes
Polarity Calculate sentiment
(GujSentiword + polarity Ploarity >0 Positive Sentiment
GujWordList)

MNegative Sentiment

Figure 3 Lexicon learning-based proposed architecture.

Sentiment  resources were generated for Gujarati text. called
GujaratiSentiWordNet, as shown in Figure 4. To generate GujaratiSentiWordNet,
the Indowordnet interface was used by mapping the synset of HindiWordNet to
GujaratiWordNet. The features that are crucial to determining sentiments
regarding movie reviews accessible in Gujarati were selected based on sentiment
polarity in this technique.

POS_TAG ID POS NEG \ LIST_OF_WORDS
e a 10363 ©0.000 ©.000 ) ) . WAL Rs
1 a 2627 ©.008 ©.75@ Yo, 431G, Hds, 45E, 20, A5eall, urdlsail. . .

2 a 11476 ©.125 ©.008 ‘-Rq('{[
3 a 28106 ©.250 ©.375 URL, LS, 22991, 10U, giesedl , ols

4 a 1156 ©.875 0.000 ettouguioll, sillwe?, ueeitdil, yeusll, weleiile, wails. .

5 a 2279 ©.000 1.000 ST g@ibﬂ shetillof, Het@ad, el (SaHd, gellaL

6 a 2384 ©0.000 0.875 R, WIS, ﬂ{[?tdlg;,m[-'-i}d [:FI.R‘L 2lsd
7 a 4714 ©8.250 ©.125 Wild, ydifd, Yidler bg%tonm WUIEIR .

8 a 1488 ©.000 0.750 rt{d g-)t{c-ﬂ(g -)lt{kj,

a a 29150 ©.000 ©.000 41319, 92199

Figure 4 Sentiment resource generation for Gujarati text.
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3.4  GMLSA (Gujarati Sentiment Analysis with Machine
Learning Approach)

A prediction-based approach was applied to movie reviews that were prepared in
the Gujarati Language, as shown in Figure 5. An experiment was conducted on a
different dataset and showed that language-specific enhanced results were
achieved.

Figure 5 Proposed machine learning-based architecture.
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To achieve the desired results, we performed data preprocessing, which provides
a list of tokens that are helpful in the feature selection task. A feature vector
generated using TF-IDF and the count vectorizer technique was used as input for
different machine learning based classifiers, which generated a confusion matrix,
based on which the accuracy of the different classifiers was measured. Minor
accuracy variations may occur after applying the same model to a different
dataset, however, the model generated adequate results [32-35].

4 Results and Discussion

Five different datasets were created to perform these experiments, as shown in
Table 2. These datasets were subjected to preprocessing methods to balance them
to achieve more accurate results. The assessment metrics used were correctness,
precision, recall. and F-measure. GujaratiSentiwordnet was created for the
evaluation of the proposed lexicon-based architecture to classify the sentiments
of the reviews as positive or negative. Figure 6 shows the resource-based
classification technique used with GujaratiSentiWordNet for evaluating the
proposed method to identify the sentiments for each movie and classify them as
0 (negative) or 1 (positive).

: 74.24
FilmFare 80 51
0,82
User 65.79
51, 4
’685,38
Hungama 81.41
6317
714
Gujwebiduniva rég_l%g]l
0 20 40 60 80 100

BF1l-score(%) WRecall(%) MPrecision(%) M Accuracy(%e)

Figure 6 Dataset-wise performance evaluation based on sentiment score.

Table 3, shows the accuracy, precision, recall, and F-score generated by the
lexicon-based method on the movie review dataset. According to Figure 5, the
accuracy scores were satisfactory, which means GujaratiSentiWordNet could be
used as a benchmark.
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Table 3 Result generated based on sentiment score.

Dataset Name Accuracy (%) Precision (%) Recall (%0) F1-score (%0)

Gujwebiduniya 59.91 59.61 54.86 57.14
Hungama 63.17 61.35 81.41 69.97
Times of India 65.38 61.58 75.81 67.96
User 51.19 65.29 56.92 60.82
Filmfare 61.11 89.51 63.42 74.24

The proposed Al-based system was tested for execution utilizing a split rate to
decide the preparation and test sets. By and large, the system performed better
with 70% preparation information and 30% testing information. The examination
was finished utilizing five unique classifiers on the five different datasets. Table
4 shows the exact correlation of the five different classifiers in the various
datasets utilizing TF-IDF and CV as element choices.

Table 4 Dataset-wise accuracy comparison of all classifiers using TF-IDF and
CV.

Gujwebiduniy H Times of India User Filmfare
Dataset Name N
TFIDF- Gram- TFIDF- N-Gram- TFIDF- N-Gram-  TFIDF-  N-Gram- TFIDF- N-Gram-

Accuracy Accurac  Accuracy  Accuracy Accuracy  Accuracy Accuracy  Accuracy  Accuracy  Accuracy

Model Name (%) v (%) (%a) (%8) (%8) (%a) (%) (%) (%e) (%)
Multinomial Naive
Bayes 77.14 7531 91.57 86.4 9826 86.67 5795 6835 B6.35 9324
Random Forest 8857 7551 96,63 928 91.86 925 5795 7258 06 64 9524
Logistic regression 80 7531 93.26 86.4 97.09 89.17 5795 7097 86.35 9324
Support Vector
Machine 88.57 7347 9551 824 97.09 8583 5795 6452 96.64 95.24
KNeighborsClassifier 58.57 6531 7416 3.6 7558 5833 54.55 46.77 85.71 59.52

Figure 7 shows the effectiveness-based correlation of the classifiers. All
classifiers performed well on the various datasets and achieved a precision of
over 75%, except for KNN.

Five different datasets of movie reviews created in the Gujarati language were
tested using the two proposed framework architectures. The results are shown in
Table 5. All five classifier generated higher accuracy result compared to the
lexicon-based approach. Considering the Hungama, Times of India, and Filmfare
datasets, the machine learning strategy had 10% greater accuracy when compared
to the lexicon method. The ML-based technique outperformed the lexicon-based
approach by 10% on the Hungama, Times of India, and Filmfare datasets. On the
datasets with reviews from users and Gujwebiduniya, both approaches got nearly
identical results. Based on the generated and compared findings, it was
determined that the proposed ML-based framework produced more accurate
results than the proposed lexicon-based approach.
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N-Gram-Accuracy(%)

[Film Fare

TFIDF-Accuracy(%)

N-Gram-Accuracy(%a)

Lser

TFIDF-Accuracy(%a)

N-Gram-Accuracy(%)

Times ol India

TFIDF-Accuracy(%a)

N-Gram-Accuracy(%)

Hungama

TFIDF-Accuracy(%s)

N-Gram-Accuracy(%a)

Giujwebiduniya

TFIDF-Accuracy(%a)

® ENeighborsClassifier

®Random Forest

59.52

9524
9524
9524
9524

88,57
88,57
40 60 80 100 120
¥ Support Vector Machine ® Logistic regression

& Multinomial Naive Bayes

Figure 7 Dataset-wise accuracy comparison of all classifiers using TF-IDF and

CV.



12 Parita Shah, et al.

Table 5 Overall performance-based comparison of the ML-based and lexicon-
based methods.

Featurs Cv- Cv- cv. .
. TF-IDF- .. TE-IDF TE-IDF F- CV.F-
DatssetName  Classifier Section o Precision (%) f’:&_‘)‘“" Recall (%) ?,;" Score (%)  Seore (%)
Laltinondal Kaive 7551 10 6667 5857 8 7418 .7
Random Forest TP 7531 9429 nn 862 & 8.9 6.2
Crjwebihimiya  Logistic rgrasicn and CV 75.51 100 7551 641 7551 7813 7551
Support Vactor 7347 100 256 49 55 5357 734
ENeighborsClassifir 631 6563 5419 5385 % 915 ©.0
Lewicon Based 596l E S0
lnonal bare 84 #128 9032 s 8158 nn 8852
Fandom Forsst TFIDF EFH 937 3564 975 9254 9674 9523
a— Logistic regrassion @i CV 5326 864 59 354 a3 564 923,68 364
Bupput Veclr 5551 824 9368 947 978 7612 %7 8226
KNeighborsClassifir 7416 56 027 036 571 §1.18 nx BN
Laxicon Based 63.17 6135 8141 6587
g\‘l:‘“““' Naive o157 864 8728 90.32 978 83.58 9123 86.52
Random Forest TE.IDF s 23 57 9384 978 054 9672 51
Thmssoflndia  Logistic regressicn wdCV 5326 864 89 64 978 864 923,68 864
Suppart Vector sl 824 9368 947 o8 712 957 226
KNaghborsClasnifier 7416 736 7027 80.36 8571 67.16 73 7317
Lexicon Bassd 6538 6158 %5381 756
Dol Faive 5785 .35 5795 7 100 8667 7338 8041
Random Forest TEIDF 5785 738 5795 738 100 100 7338 8411
Ve Logiste ragression =dCV re 057 5795 097 100 087 738 057
Suppart Vactor 5795 6452 5795 7347 100 80 7338 76.6
FNeighborsClassifier 455 7 67 2.3 02 18 7 Py
LexiconBassd 5118 529 565 0.8
Hleonsal Harve 8655 9324 8655 95.06 100 100 2% 9747
Random Forest - o 9524 9626 950 100 100 91 9747
FilmFare Logistic regrassion and CV B6.55 9524 B6.55 9524 100 9524 9um 9524
Support Vector s6.64 9524 %66 5506 100 100 a1 9747
KieighborsClassifir 8.7 952 8644 9358 9.3 .74 9231 R
Lexioon Based gL 8951 6.4 1424
.
5 Conclusion

The techniques proposed in this work attempted to improve the quality of
sentiment analysis on textual movie reviews in Gujarati. For sentiment analysis
on Gujarati text, lexicon and machine learning-based techniques were presented
in this paper. The authors created GujSentiWordNet, a sentiment lexicon
enhanced with a synonym lexicon, and deployed the two proposed classification
methods to five different datasets to assess the accuracy of Gujarati text lexicon-
based sentiment analysis (GLSA). On the ML side, five classifiers were
employed, MNB, SVM, RF, KNN, and LR, on five different datasets to ensure
reliable functioning Gujarati text machine learning-based sentiment analysis
(GMLSA).

Based on the results of both proposed methods it can be concluded that the ML-
based strategy provides greater accuracy than the lexicon-based approach. When
compared to lexicon-based techniques, each of the five classifiers achieved good
precision results. When compared to the lexicon-based strategy, the MIL-based
method had a 10% higher precision when using the Hungama, Times of India,
and Filmfare datasets. With the Hungama, Times of India, and Filmfare datasets,
the ML-based technique outperformed the lexicon-based methods by 10%. For
the datasets with reviews from users and Gujwebiduniya, the two approaches got
nearly identical results. Given the different findings, it is not certain that the
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suggested MIL-based approach produces more accurate results than the proposed
lexicon-based methodology.

In our technological age, everyone expresses their opinions on social media
platforms on a regular basis and because these perspectives are generally voiced
in regional languages, most of the information created is in regional languages.
As a result, to make reliable predictions, it is also important to target those
audiences. We can assist the audience in using technology effectively for their
benefit by generating evaluations, suggestions, or comments in their native
language. The result of this research can be used as a baseline for applications
such as agriculture helplines for farmers, tourism, voice assistance, question-
answer systems, etc. In the future, lexicon-based algorithms can be applied to
enormous amounts of data to provide more accurate results by developing
domain-specific lexicons. Similarly, a machine learning-based method may be
used on a huge dataset to get more accurate results.
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