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˚NeuroneLab - DISAMIS - University of Salerno - Italy
: Computer Laboratory - University of Cambridge - United Kingdom

Abstract—This paper presents ElegansAI, a neural network1

model that leverages the connectome topology of the Caenorhab-2

ditis elegans to design and generate advanced learning systems.3

The objective of this approach is to integrate the intricate4

circuitry of biological neuronal networks into artificial ones,5

with the aim of exploring the advantages of incorporating6

bio-plausible connectome topology in deep learning models.7

ElegansAI outperforms randomly wired tensor networks, simu-8

lated bio-plausible networks, and state-of-the-art models such as9

transformers and attention-enforced autoencoders. The models10

achieve a top-1 accuracy of 99.99% on Cifar10 and 99.84%11

on MNIST Unsup in supervised image classification tasks and12

unsupervised handwritten digit reconstruction, respectively. The13

proposed method offers a unique approach to designing and14

generating connectome-inspired learning systems that harness15

the functional distribution of biological neuron circuitry. It16

is shown how bio-plausible structures integrated into artificial17

neural networks efficiently tackle complex tasks by evaluating18

evolutionary optimized neuronal motifs.19

Index Terms—neuromorphic neural network, bio-plausible AI,20

multi-dyadic effect, network motif, C.elegans, connectomic21

I. INTRODUCTION22

Over the past decades, scientists have been developing23

algorithms and machines that take inspiration from neuronal24

communication mechanisms and nervous system structures.25

Artificial intelligence (AI) is a broad field with no sin-26

gle definition, encompassing research topics that range from27

symbolic-reasoning-oriented algorithms to cognitive simula-28

tion and neuromorphic machines, ultimately leading to neu-29

ral networks. These connectionist-oriented models focus on30

network-based architectures capable of learning from exam-31

ples and solving various tasks with reasonable generalization32

capacity. Although these modern problem-solving approaches33

are widely recognized and applied within the scientific com-34

munity, there remains ample room for improvement. Our35

research is focused on the connectome, the structural organiza-36

tion of natural neural circuits, which plays a fundamental role37

in shaping the behavior of living organisms. Much research38

has suggested that the connectome neural connections are39

optimized by evolutionary pressure [1]. Thus, the next logical40

step is to investigate whether this type of optimized structure41

can be harnessed to improve the performance of learning42

algorithms structured as neural networks. For this reason,43

this paper introduces ElegansAI, a neural network model44

designed ex novo, that leverages the connectome topology of45

Caenorhabditis elegans (C.elegans), a small nematode.46

a) Related works and critical points: The integration47

of biological features and structures, such as single neurons48

functioning through activation functions, brain behaviors, and 49

connectomes, into artificial learning systems has been a long- 50

standing scientific pursuit. A recent editorial in Nature Ma- 51

chine Intelligence [2] advocates for an approach to artificial 52

intelligence that aims to better integrate bio-physical informa- 53

tion. However, it is worth noting that biological learning sys- 54

tems are currently too complex to be efficiently represented by 55

our knowledge and machines [3]. Effectively, the development 56

of bio-inspired neural models typically may require a balance 57

between operational simplifications and the characteristic as- 58

pects of the systems themselves [4], [5]. Despite that, main 59

attempts to develop artificial learning networks by examining 60

and replicating bio-inspired mechanisms can be categorized 61

into three algorithmic approaches. The first approach involves 62

Spike Neural Networks (SNNs) which simulate information 63

communication in the nervous system via spike diffusion [4], 64

[5]. The second approach is focused on Deep Neural Networks 65

(DNNs), which, in a certain sense, enrich synaptic relations by 66

backward-updating learned information [6]. Typically SNNs 67

and DNNs are compared by means of their performance and 68

computational costs [7]. The third approach, which is hybrid, 69

combines SNNs with DNNs by incorporating neural dynamics 70

and time-dependent plasticity features into traditional deep 71

learning paradigms, as shown by recent studies [8], [9], [10]. 72

Concurrently, some studies argue that in DNNs the training 73

through backpropagation poorly approximates brain function 74

[11], [12], while others integrate backpropagation into SNNs 75

models [13], [14], [15], [16]. On one hand, SNNs suggest 76

their suitability for specific applications, but a more universal 77

approach that could be applied to a wider range of problems 78

and applications is still lacking [17], [18]. One of the primary 79

criticism of DNNs is their requirement for a large num- 80

ber of neurons and parameters to enhance learning capacity 81

[11], and their lack of architectural and dimensional bio- 82

plausibility [19]. Despite less mimicking bio-inspired models, 83

DNNs have demonstrated broad effectiveness across various 84

application domains, far outperforming most other machine 85

learning methods in both supervised and unsupervised set- 86

tings, and continuously evolving towards better architectures. 87

As an example, recent literature for many supervised tasks 88

like image classification has shifted from systems based on 89

convolutional models [20], [21], [22] to attention-based trans- 90

formers [23], [24], [25], [26], [27], [28]. On the other side, 91

unsupervised reconstruction and/or denoising problems still 92

rely on autoencoder-like architectures [29], [30] or encoder- 93

decoder structures [31], [32], [33]. Concerning the connections 94
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Fig. 1. The connectome of C.elegans is represented as a fully connected graph with two overlapping layers, where the solid edges represent chemical and
directional synapses and the dashed edges represent electrical and undirected ones. The sensor neurons are represented in blue (Box (a)), while interneurons
are represented in red (Box (b)). Finally, the motor neurons are represented in green (Box (c)). The blocks (d-e-f) describe the general structure of ElegansAI.
In Box (d), the first part of the so-called external operational environment (Ein) of ElegansAI is shown. In detail, Ein is an encoder that may vary from the
different deep learning tasks and generates the feature maps in input to the sensor-tensors space. In Box (e), the Tensor Network TN is the resulting layered
model produced starting from the reference graph. The TN is the core of the model and it is projected into the middle of the operational environment (in
between Ein and Eout). The TN takes the configuration of a directed acyclic graph and it is depicted as the latent space of our models. Solid lines into
the TN show directed functional associations between tensor unit neurons. The b shows the skip connection by multiplication of the previous tensor units
in multiple edge connections. In the output from the TN , the motor unit tensors are collected by tensor stacking and provided to the Multi-Head Attention
layer. In turn, the external environment Eout is proximal to the targets (Box (f)). The latter is designed with a Multi-Head Attention layer in input to a
tensorial module, called feature condenser (see also Eout classifier/decoder blue boxes (e) and (c) of Figure 7 and 8, respectively).

between deep learning and biological neural networks, a recent95

study [34] showed that a combination of fully convolutional96

layers with 1-dimensional causal convolutions, consisting of97

five to eight layers and using up to 1024 artificial neurons,98

can effectively emulate the learning behavior of an individual99

biological neuron. It can be argued that the evolution of neural100

network design has drawn inspiration from biological systems,101

particularly focusing on the functioning of single neurons /102

computational units and their activation functions [35], and has103

even led to more complex connectome-inspired models which104

focus to connections between groups of several computational105

units [36], [22], [21], [23]. From a certain perspective, the shift106

towards neural network models that emphasize the number107

of connections between simple units and their optimized108

organization can be seen as a reapproach to biological neural109

systems. Indeed, the nervous systems and connectomes of110

animals and insects are well-known to hold promise for devel-111

oping optimized learning systems [37], [38], [39]. Moreover,112

it should be noted that in early 2017, Nick Bostrom [40], a113

philosopher of science, already identified the nematode worm114

C.elegans as a potential model for developing connectome-115

based artificial intelligence due to its relatively simple yet fully116

mapped nervous system. In this direction, Sardi et al. [41]117

show that using online learning mechanisms inspired by brain118

functioning, such as increased neuronal training frequency,119

can significantly outperform conventional machine learning120

methods in the context of online learning. However, it is only121

in more recent studies, such as Yan et al. [15], that it has been 122

demonstrated that a sparse variant of the backpropagation algo- 123

rithm can create a bionic structure that resembles the nervous 124

system of C.elegans. On the other hand, from a neuroscientific 125

point of view, it is currently unknown whether C.elegans 126

employs a mechanism similar to backpropagation, although 127

the neural activity in C.elegans may be influenced by learning 128

and adaptation, similar to artificial networks [42], [43]. Recent 129

works have shown that learning systems can mimic natural 130

connectome activity with varying degrees of bio-plausibility 131

[44], [15], [45]. In 2019, taking inspiration from the work 132

of [46], Deep Connectomics Networks (DCNs) [47] were 133

proposed as an extension of DNNs. The work attempted 134

to design small-world neural networks similar to real-world 135

neuronal networks. However, DCNs did not fully reproduce 136

the topology of living connectomes preserved by evolutionary 137

pressure, and are often based on existing architectures like 138

ResNet [21]. Another relevant attempt to create neural models 139

inspired by living organisms’ connectomes comes from the 140

work of Hernandez et al. [16], where the authors designed a 141

neural model inspired by the C.elegans connectome, using the 142

SNNs and applying the constructed model to toy classification 143

problems. However, this SNN approach is slow in training time 144

due to the high computational cost of the Hodgkin–Huxley 145

model [48]. Inspired by the C.elegans nervous system, Chahine 146

et al. [49] propose Liquid Neural Networks (LNNs), a class of 147

neural models with continuous-time dynamics outperforming 148



various state-of-the-art agents in the drone visual navigation149

task. Lastly, an interesting connection can be found in Yan150

et al.’s recent work [15], who propose the backpropagation151

algorithm with sparsity regularization (BPSR) on bio-inspired152

networks. This variant of the classical backpropagation algo-153

rithm imposes synaptic structure sparsity and it is applied to154

SNNs with positive results on classical classification problems,155

such as MNIST [50] and CIFAR-10 [51] datasets.156

b) A structurally and efficient bio-plausible artificial in-157

telligence: As shown in the previous paragraphs, some learn-158

ing models aim to simulate physical-chemical bio-properties159

of propagation, while others focus on neuronal feedback and160

memory mechanisms. However, these learning systems lack161

structural bio-plausibility, despite the potential to improve162

efficiency and learning capacity, which could hinder the de-163

velopment of artificial ones [52]. For this reason, the purpose164

of this study is to investigate biologically-plausible artificial165

deep learning models by examining specific motifs from a166

reference biological connectome. As shown in Figure 1 - Box167

(a-c), the connectome of C.elegans is chosen as a reference168

because it has a reasonable size and is characterized by three169

functional neuron classes: sensor neurons, interneurons, and170

motor neurons. This simplifies connectome-inspired neural171

network layering, where sensors serve as an input space,172

inter-neurons as a latent space, and motor neurons as an173

output space. The connectome of C.elegans is represented as a174

network of tensors (TN ). In Figure 1, Box (d-f), the generated175

learning model is layered by transforming every neuron into176

a sequence of fully connected layers and every synapse into a177

learning graph connection. The Encoder in Figure 1 Box (d)178

is an external system that encodes information from the so179

called external environment, enabling the layered connectome180

to learn input information. The Decoder in Figure 1 Box (d)181

transforms the learned information into a form that can be used182

by the connectome to interact with the external constraints of183

that environment, where the inputs and outputs depend on the184

learning problem. To enhance the analysis, ad-hoc models are185

designed to generate artificial connectomes based on evolu-186

tionary features. These generators use a custom Variational187

Graph Autoencoder [53] architecture that represents most of188

the structural information (and, by extension, the evolutionary189

patterns) to be learned. Since the original and the generated190

artificial connectomes are both based on the motif distribution191

of sensors, motors, and interneurons, a custom algorithm is192

designed for comparisons. The learning performance of the193

original and artificial layered connectomes is analyzed, as194

well as their motif distributions, highlighting the strengths,195

scalability, and limitations of transforming connectomes into196

learning systems which are influenced by structural features197

built from evolutionary patterns. In conclusion, most bio-198

inspired models show limited performance, while connec-199

tionist models rarely mimics biological networks showing200

higher accuracy. ElegansAI fills the gap in modeling bio-201

inspired connectionist-oriented models which follows network202

evolutionary patterns combined with backpropagation strategy.203

Section Results II is organized as follows: Firstly, in section204

II-A, the discussion revolves around clues of evolutionary 205

conservation related to connectome characteristics. Next, in 206

Section II-B, a comparison is made between the neural net- 207

works optimized by the nematode connectome and state-of- 208

the-art models. Furthermore, Section II-C presents the findings 209

obtained from the examination of neural networks designed 210

using randomly rewired connectomes. Section II-D delves into 211

the performance evaluation of the original connectome with 212

respect to simulated ones generated by advanced deep-learning 213

graph autoencoders. Finally, in Section II-E, the conclusions 214

drawn from the findings on connectome learning are provided, 215

along with final considerations. 216

Methods section III is structured as follows: in Section 217

III-A, the design and engineering of supervised and unsuper- 218

vised ElegansAIs are discussed. Next, in Section III-B, the pro- 219

cesses for obtaining, organizing, and generating connectomes 220

at various degrees of similarity with respect to the original 221

one are described. This includes the explanation of randomly 222

generated, simulated through autoencoders, and original con- 223

nectome data. Finally, in Section III-C, the MiDEA algorithm 224

is described. The algorithm investigates multi-dyadic effects 225

on connectome distributions, aiming to uncover insights into 226

evolutionary conservation. 227

II. RESULTS 228

A. The evidence of evolutionary conservation on the reference 229

connectome. 230

An examination of the distribution of various neural opera- 231

tions within the nervous system of the nematode is conducted 232

using an analysis of motifs, by employing algorithms designed 233

for the computation of dyadic and multi-dyadic effects. Specif- 234

ically, our work investigates the way in which the structure 235

of the network impacts deep learning systems by evaluating 236

if the interactions among neuronal attributes reflect patterns 237

that have been optimized through evolution. In this context, a 238

dyad can be described as a couple of interconnected neurons 239

sharing similar functional traits. Conversely, the multi-dyadic 240

effect provides a broader comprehension of the function and 241

interaction of different neuronal types within structural motifs 242

and shortest paths. Our findings indicate that when using both 243

dyadic and multi-dyadic methods, the distances in the original 244

connectome, compared to those randomly rewired, highlight 245

the fact that the neuronal functions at the node level of the con- 246

nectome are not randomly organized. Furthermore, it has been 247

confirmed that evolutionary optimization varies for neuronal 248

functionalities associated with both chemical and electrical 249

synapses [52]. More specifically, Supplementary Tables S1 250

and S2 display a gradual increase in dyadic and anti-dyadic 251

distances for all neuron pairs when comparing the nematode 252

connectome to those that have been randomly rewired (with 253

rewiring percentages ranging from 0.2 to 1.0). This suggests 254

that the functional interplay among motor, sensory, and in- 255

terneurons are inherent characteristics that gradually diminish 256

in importance as the extent of rewiring increases. This insight 257

is also consistent with earlier research on structural motifs as 258

referenced in [54], [55], and [52]. The influence of dyadic and 259



anti-dyadic interactions on neuronal distances is more distinct260

in the context of directed synapses as opposed to undirected261

ones. This finding is bolstered in the calculation of dyadic-262

effect information content, as presented in Supplementary263

Table S3. The functional multi-dyadic/anti-dyadic information264

content displays a progressive increase, beginning from a value265

of 0.03 on electrical shortest paths of length 2, up to an266

average value of 3.91 for chemical shortest paths of length267

4. This characteristic is also observed in other biological268

sequences and is described by the ’short memory’ property269

[56]. Supplementary Tables S1, S2, and S3 also reveal that270

the occurrence of structured paths in connectomes, signified271

by the multi-dyadic/anti-dyadic effect, is a highly preserved272

characteristic that depends on the length of the synaptic path.273

A minor rewiring involving only 20% of the connections is274

enough to disrupt this effect in shortest paths composed of less275

than 4 edges. This consistency is observed across sensor, inter,276

and motor neurons in both chemical and electrical synapses.277

Consequently, variation in shortest path lengths (sp2, sp3, sp4)278

suggests that evolutionary optimization primarily preserves279

the multi-dyadic effect in the reference connectome, and the280

relevance of this preservation diminishes as the path length281

extends. The outcomes are derived from employing both the282

dyadic-effect algorithm proposed by Park and Barabasi [57],283

and its extended version, the Multi-Dyadic Effect Algorithm284

(MiDEA). The latter algorithm is discussed in Section III-C285

and deepened in Supplementary Section S1. In comparison286

to the algorithm by Park and Barabasi, the benefit of the287

MiDEA lies in its ability to differentiate between chemical288

and electrical synapses, which can be directed or undirected.289

Furthermore, it provides a separate analysis of the influence290

of dyadic and anti-dyadic interactions on the shortest paths291

with respect to their directionality. Supplementary Section292

S1-E presents visual comparisons of the dyadic/anti-dyadic293

effect in both Park and Barabasi and MiDEA, demonstrating a294

propensity in the reference connectome to create connections295

between neuron clusters with different functional character-296

istics when these connections are undirected. In contrast,297

when the connections are directed, there seems to be a298

partial trend toward establishing connections among neuron299

groups possessing similar functional attributes. These findings300

illustrate that the neuronal circuitry motifs in the C. elegans301

connectome have been accurately honed through evolutionary302

optimization. Thus, these observations offer pivotal directions303

for constructing deep learning models which mimic these304

directed and undirected evolutionary patterns.305

B. Comparisons with state-of-the-art models306

The results of this section show that the proposed mod-307

els M1 and M2 (detailed in Section III-A4) outperform308

SOTA deep learning models on two well-known benchmark309

datasets. In Table I, our transformer-based ElegansAI M1310

model shows significant improvements in the classification of311

images from the Cifar10 dataset compared to deep-learning312

and machine-learning SOTA models 1. Such models include 313

classical vision transformer architectures like ViT, CvT, CaiT, 314

BiT or DeiT [23], [24], [26], [58], [27], [25], evolutionary- 315

based transformer approaches like µ2Net [28] as well as pure 316

convolutional architectures like EfficientNetV2 [20]. The M1 317

model achieved a Top-1 accuracy of 99.99% on the test set, re- 318

sulting in complete and accurate classification regarding error 319

accuracy. It is worth noting that despite having fewer training 320

parameters (107M ) than the second-best transformer, ViT-H 14 321

[24], which has 623M parameters, M1 still outperformed it. 322

EfficientNetV2-L [20] with 121M parameters achieved a Top- 323

1 accuracy of 99.10%, while the ResNet-inspired transformer 324

BiT-L [58] had a Top-1 accuracy of 99.37%. 325

TABLE I
ELEGANSAI M1 VS SOTA MODELS FOR Cifar10

Model Top-1Acc. Param.

ElegansAI M1 (ours) 99.9 107M

ViT-H/14 [24] 99.5 632M

µ2Net [28] 99.5

ViT-L/16 [24] 99.4 307M

CaiT-M-36 U 224 [26] 99.4

CvT-W24 [25] 99.4

BiT-L [58] 99.4

ViT-B [59] 99.3

Heinsen Routing + BEiT-large 16 224 [60] 99.2 309.5M

ViT-B/16 [61] 99.1

CeiT-S [62] 99.1

AutoFormer-S 384 [63] 99.1 23M

TNT-B [64] 99.1 65.6M

DeiT-B [27] 99.1 86M

EfficientNetV2-L [20] 99.1 121M

BPSR SNN ResNet [15] 90.74 260.7M

Moreover, ElegansAI M2 has outperformed machine/deep 326

learning-based SOTA models in global benchmarks for un- 327

supervised digit reconstruction. SOTA models include a 328

wide range of machine learning techniques, varying from 329

autoencoder-like architectures like Stacked Capsule Autoen- 330

coders or Adversarial Autoencoders [29], [30], to GAN-based 331

methods like CatGAN, InfoGAN or PixelGAN [65], [66], [67], 332

to information theory and topology-based algorithms, like 333

Invariant Information Clustering (IIC) and Sparse Manifold 334

Transform [68], [31]. Table II shows our M2 results in 335

comparison with both deep and traditional machine learning 336

problems. All the showed results are collected from the 337

online benchmark repository2 except for Stacked Capsule 338

AutoEncoder (AE) [29] where instead of reporting MNIST is 339

reported 40ˆ40 MNIST at 98.7 of accuracy. Our model M2 340

reaches a value of 99.78 (Top-1 Accuracy) with MSE equal to 341

0.0018 overreaching all the other models in the competition. 342

Moreover, M2 overreach the 99.27 of F1-score with respect 343

to DenMune [69] that is of 96.6. 344

C. Comparisons with randomly generated networks 345

In this section, it is demonstrated that the learning per- 346

formance of models based on the TN (see Figure 1) of 347

1Cifar-10 Benchmark dataset
2MNIST-Unsup - Last queried 6th March 2023

https://paperswithcode.com/sota/image-classification-on-cifar-10
https://paperswithcode.com/sota/unsupervised-mnist-on-mnist


TABLE II
ELEGANSAI M2 VS SOTA MODELS FOR MNIST UNSUP

Model Top-1 Acc.

ElegansAI M2 (ours) 99.8

IIC [68] 99.3

Sparse Manifold Transform [31] 99.3

SubTab [32] 98.3

Stacked Capsule Autoencoder [29] 98.0

Self-Organizing Map [33] 96.9

Bidirectional InfoGAN [66] 96.6

Adversarial Autoencoder [30] 95.9

CatGAN [65] 95.7

InfoGAN [70] 95.0

PixelGAN AE [67] 94.7

Model F1 (%)

ElegansAI M2 (ours) 99.3

DenMune [69] 96.6

the reference connectome is significantly superior to those348

based on randomly rewired connectomes on both Cifar10 and349

MNIST-Unsup datasets. In Supplementary Section S3 and350

in Section III-B2, the process of generating random tensor351

networks (r-TNs) which are used here for comparisons is352

detailed. The dimensions of the r-TNs are comparable with353

the original TN which is structured by considering C.elegans354

connectome. All model hyperparameters of ElegansAI M1355

and M2 models remain unmodified for a fair comparison.356

Thus, for each experiment, only the r-TN -th connectome357

changes for each model training by reflecting the different358

random architectures generated. The ratio between accuracy359

and epochs in Figures 2 can also be interpreted as learning360

velocity indicators of the effectiveness of the ElegansAI M1361

and M2 models with original connectome, as they achieve362

higher performance, in comparison to randomly generated363

ones (as shown by Figures 2, 4. Supplementary Figure 3 shows364

the model convergence speed and accuracy of M1 and M2 by365

tracking at which epoch the minimum loss is reached. With366

respect to the supervised classification problem of Cifar10 (see367

Figure 2), the accuracy on the validation set of the original368

connectome (label org - red dashed line) remains stable across369

epochs outperforming all the 30 r-TN structured models. The370

10 models trained with the Watts-Strogatz (WS) generative371

algorithm (Label G1- blue solid line) exhibit slightly better372

performance, on average, compared to those structured with373

the Barabasi-Albert (BA) (Label G2- - green dotted lines) or374

Erdos-Renyi (ER) (Label G3 - orange dashed lines) generative375

algorithms. Similarly, in MNIST-Unsup, the WS algorithm376

follows the higher accuracy values of the original connectome377

only in the first epochs and then gradually decreases. On378

the other hand, models structured with the ER algorithm379

maintain a higher accuracy for both F1 and Accuracy scores380

in subsequent epochs without reaching the accuracy of WS.381

It is noteworthy that Watts and Strogatz [71] demonstrated382

the small-world property of the C.elegans connectome by383

providing valuable insights into designing networks that are384

similar to natural ones. This property is also reflected in the385

performance comparisons discussed above.386

D. Comparisons with simulated networks 387

After the comparison between the learning and prediction 388

capabilities of random and original connectomes, deep learn- 389

ing generators are trained on optimized original connectome 390

motifs to generate new ones. Thus, a second comparison 391

is made evaluating 48 simulated connectomes generated by 392

an ad-hoc designed Variational Graph Autoencoder (VGAE) 393

[53] (see Supplementary Section S3-2). A total of 8 training 394

sets suited for the 16 models consist of hundreds of ran- 395

domly rewired networks at different levels ranging from a 396

probability of 0.1 to 0.4. Thus, every model learns a graph 397

distribution from a different rewiring level and a different 398

rewiring topology. Once the networks are trained, several 399

graphs are sampled from the posterior distribution of the 400

generative model, conditioned by the original connectome. As 401

it is shown in Supplementary Figure 2, the coherence of the 402

selection criteria is tested a posteriori by evaluating the Jensen- 403

Shannon distance of the simulated connectomes with respect 404

to the motif entropy of the original one. The criteria described 405

in Supplementary Section S3 - (p. Generation VGAE) shows 406

in detail in which ways the 48 connectomes are selected and 407

then converted to a set of TN for M1 and M2. Similarly to r- 408

TN (see II-C), these TN are named simulated tensor network 409

(s-TN ). In Figure 3, ElegansAI M1 and M2 are compared by 410

means of the Top-1 validation accuracy over the number of 411

training epochs (see also Figure 3). 412

In detail, Figure 3 shows that the trained models based 413

on the original connectome (indicated by the green dashed 414

line) overreach the average performance of two groups of s- 415

TN predictors. The models trained by using the simulated 416

networks are divided into two groups by thresholding in half 417

the Hamming distance3 δτ from the reference connectome. 418

The thresholding criteria for M1 and M2 and the s-TN 419

separation are detailed in Supplementary Figure 1. In Figure 420

3, the results show that the connectomes with τ ě 0.5 have 421

better average performance compared to those with a τ lower 422

than 0.5. The group with τ ě 0.5 is shown with orange bands, 423

while the other with blue bands. As shown in Supplementary 424

Figure 1, the threshold is decided, by observing the distribution 425

of connectomes obtained by leveraging VGAEs that learned 426

how to rewire only the latent spaces of the connectome (those 427

intercepted by interneurons) and those with total rewiring. 428

Figure 4 shows that s-TNs with respect to the randomly 429

rewired ones, achieve significant performance. 430

In detail, the s-TNs are divided into two groups. In the 431

first group there are the s-TNs which are generated starting 432

from interneuron-interneuron connectome-rewired training set 433

(s-TNs latent). In the second group there are the s-TNs 434

produced by generators trained on total rewired connectomes 435

(s-TNs total). It is noteworthy that simulated networks s-TNs 436

latent produced by learning the rewiring of only the interneu- 437

rons achieved better performance than those based on total 438

3It’s worth noting that such distance is, in this context, equivalent to the
notorious graph edit distance [72] since the compared graphs completely share
nodes.
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Fig. 2. Figure 2 shows the comparisons on the validation set by using the Top-1 Accuracy over the number of training Epochs for ElegansAI M1 and M2,
boxes (a) and (b), respectively. The models M1 and M2 are structured by the immersion of the original TN (red dashed lines) and of 30 random tensor
networks (r-TN ) produced by 3 stochastic generators. Specifically, r-TN (BA) is for Barabasi-Albert, r-TN (ER) with Erdos-Renyi and r-TN (WA) for
Watts-Strogatz generators. See also Section II-C.

rewiring, highlighting the strength and capability of VGAE to439

simulate connectomes with features that progressively become440

more similar to those influenced by evolutionary pressure.441

This supports the hypothesis that natural optimization can442

effectively enhance the learning performance of deep learning443

models. To explore this hypothesis, the relationship between444

prediction performance on the validation set and the effects445

of multi-dyadic and multi-anti-dyadic connections was inves-446

tigated by dividing the network into chemical and electrical447

synapses. Figures 5 and 6 demonstrate that multi-dyadic and448

multi-anti-dyadic connections have an impact on prediction449

performance on the validation set. The performance of mod-450

els based on s-TN was divided into two groups based on451

the median value of the multi-dyadic and multi-anti-dyadic452

magnitudes, resulting in two distinct clusters: those that had453

higher magnitudes (generally the nearest to the original ones),454

and those that show lower magnitudes (usually the farthest455

to the original ones), represented by orange and blue bands,456

respectively. As a consequence of the results shown in Section457

II-A, the motif distributions are better represented by the458

chemical connections, resulting in a clear separation between459

the two bands. However, when considering the heterophilic460

and heterophobic magnitudes in the networks mapped onto461

electrical connections, the separation in performance slightly462

deteriorates. Taken together, these findings indicate that the463

evolutionary features of neuronal circuitry, including the ef-464

fects of multi-dyadic and multi-anti-dyadic connections, can465

guide the design of learning algorithms with optimized per-466

formances. 467

E. Conclusion 468

The comparison between biological and artificial neural 469

networks highlights the remarkable complexity, efficiency, 470

robustness, and flexibility of the former, particularly in the 471

case of highly evolved brains. Although recent advances in 472

artificial networks have been significant, they still fall short 473

of matching the elevated capabilities of biological networks. 474

Ongoing research is essential for a complete comprehension 475

of the mechanisms behind neural network functioning and 476

the advancement of advanced artificial networks that can 477

accurately emulate the complexity and adaptability seen in 478

their biological counterparts. The study demonstrated the 479

growing feasibility of incorporating biological structures of 480

connectomes into artificial neural networks, facilitated by 481

the increasing of innovative methods and models (such as 482

transformers and attention based encoders/decoders) which 483

interact with our tensor network system. This immersion 484

has the potential to enhance outcomes in classification and 485

reconstruction tasks, as evidenced by the performance of our 486

ElegansAI models, specifically M1 for classification and M2 487

for reconstruction. Our work enables researchers to explore 488

new avenues of research that were previously unreachable. As 489

such, the future of neural network research is anticipated to 490

involve greater integration of biological and artificial systems, 491

leading to novel insights and breakthroughs in the field. 492
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Fig. 3. In Figure 3 comparisons in terms of validation set’s Top-1 average accuracy over the number of training epochs for ElegansAI M1 and M2 are shown
in boxes (a) and (b), respectively. The models are structured by the immersion of the original TN (green dashed line) and of two groups of simulated tensor
networks (s-TN ). Groups 1 (the closest) and 2 (the farthest) stand for s-TNs whose structures are based on generated graphs which are the closest (orange
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show that models based on graphs that are closer to the original connectome tend to have considerably better average performance. See also Section II-D.
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Fig. 4. In Figure 4 the comparisons in terms of validation set Top-1 Accuracy over the number of training epochs for ElegansAI M1 and M2 are shown
in boxes (a) and (b), respectively. The models taken into account are the tensor network based on the original connectome (orange dashed line) the average
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how the more randomness is injected into the network, the more performance degrades. Aside from the high performance reached by the original network,
r-TNs show the worse performance, while s-TNs seem to show better average performance the more they are close to the original connectome.



(a) Chemical M1 Dyadic effect (b) Chemical M1 Anti-Dyadic effect

(c) Chemical M2 Dyadic effect (d) Chemical M2 Anti-Dyadic effect

Fig. 5. Figure 5 display the validation set’s Top-1 average accuracy over the training epochs for ElegansAI models M1 ((a-b)) and M2 ((c-d)). The distinct
bands (blue and orange) represent the models’ performances separated by thresholding of the multi dyadic/anti-dyadic effect measured on directed s-TNs.
In detail, the MiDEA algorithm evaluated the motif patterns (effects) only on the chemical (directed) shortest paths of length 2. Successively the s-TNs are
grouped based on the normalized intensity of the multi-dyadic/multi-anti-dyadic effects, into two different bins (orange range - higher (ě 0.5), blue range -
lower (ă 0.5)). The s-TNs with the stronger directed dyadic/anti-dyadic effects generally tend to have better performance. See also Section II-D.



(a) Electrical M1 Dyadic effect (b) Electrical M1 Anti-Dyadic effect

(c) Electrical M2 Dyadic effect (d) Electrical M2 Anti-Dyadic effect

Fig. 6. Figure 6 display the validation set’s Top-1 average accuracy over the training epochs for ElegansAI models M1 ((a-b)) and M2 ((c-d)). The distinct
bands (blue and orange) represent the models’ performances separated by thresholding of the multi dyadic/anti-dyadic effect measured on undirected s-TNs.
In detail, the MiDEA algorithm evaluated the motif patterns (effects) only on the electrical (undirected) shortest paths of length 2. Successively the s-TNs
are grouped based on the normalized intensity of the multi-dyadic/multi-anti-dyadic effects, into two different bins (orange range - higher (ě 0.5), blue range
- lower (ă 0.5)). The s-TNs with the stronger undirected dyadic/anti-dyadic effects generally tend to have better performance. See also Section II-D.



III. METHODS493

A. ElegansAI494

This section provides an overview of the design process495

for ElegansAI. It begins with the transformation of a496

connectomic structure, whether it is the original one of497

C.elegans, bio-plausible or randomized, into a tensor network498

TN . Subsequently, the TN is immersed into well-known499

deep-learning architectures. Section III-A1 details the500

construction of the TN starting from a graph/connectome,501

which specifically mimics the structure of a neural circuitry502

composed of three classes of neurons: sensor, inter, and503

motor neurons. Furthermore, Section III-A2 introduces504

transformer and autoencoder inspired architectures which are505

implemented to incorporate the TNs in their latent spaces.506

The architecture parts which encompass the TNs are referred507

to as the external environment (E). In Section III-A4, these508

architectures are specifically designed to address classification509

and reconstruction problems on images. The transformer-like510

model M1 is employed to solve a classification problem511

based on the Cifar10 dataset [73], which is a collection of512

60000 32 ˆ 32 ˆ 3 pixel RGB images for 10 classes with513

6000 images per class. According to the official repository,514

50000 images are used for training and 10000 for testing515

purposes 4. Conversely, the autoencoder-inspired model M2516

works on the MNIST dataset [74], [50] in an unsupervised517

fashion for image reconstruction. MNIST is a collection518

of gray-scaled digits of size 28 ˆ 28 for a total of 60000519

training images and 10000 testing images (according to520

MNIST official repository 5. As shown in Figures 7 and 8,521

the architectures of the different Es vary (contingent upon522

the specific task being addressed), while the TNs can be523

considered as interchangeable modules because they are524

independent of the specific task.525

526

1) The tensor network: The TN resulting from the collec-527

tion of connectome/graphs S is constructed by allocating a528

tensor unit θ for each node/neuron, rather than a single tensor529

unit representation per edge. Therefore, each edge/synapse,530

chemical or electrical, corresponds to an edge connection531

at the architectural level between two different tensor units.532

The transformation algorithm is depicted with the pseudo-533

code as reported in Supplementary Materials Algorithm 1. The534

first part of the transformation algorithm is an initialization535

phase which involves scanning all nodes labeled as sensor536

neurons on the s-th connectome Ss, then assigning the same537

feature map θinit from the previous layers of the external538

environment Ein (see also Supplementary Material Algorithm539

1 -Init Sensors function). The other associations between540

tensor units θs are represented in the core of the latent space,541

and the operations between tensor units are mapped into the542

so-called computational graph (which allows TensorFlow to543

track a non-linear mapping of all the mathematical operations544

between tensors). In the second part of the algorithm (see also545

4Cifar10 official repository - Last queried on 6th March 2023
5MNIST official repository - Last queried on 6th March 2023

Supplementary Materials Algorithm -Create Tensor Net), the 546

cascading scan of the s-th adjacency matrix A
Ŝs

continues, by 547

searching dyadic and anti-dyadic connections. In the first scan, 548

the algorithm searches nodes labeled as motor neurons and 549

interneurons which are linked with sensors. If the i-th sensor 550

node is connected to the j-th motor neuron or interneuron 551

and the latter has not been already allocated, a new tensor 552

unit is allocated, and a functional connection is established 553

from i to j in the latent space architecture. Accordingly, 554

the computational graph is updated. As the whole adjacency 555

matrix is scanned, all directed (chemical) and undirected (elec- 556

trical) connections are allocated as connections epi, jq between 557

the involved tensor units. The second scan of the adjacency 558

matrix is used to allocate all connections between interneurons 559

and sensors/motors, and the last scan similarly establishes 560

connections between motors and interneurons/sensors. If a 561

dyadic connection is present on Ss, the algorithm allocates 562

tensor units establishing edge associations between neurons of 563

the same type (i.e sensor to sensor, etc..). To account for mul- 564

tiple incoming edges without information loss or overwriting 565

between dyads and anti-dyads, the transformation algorithm 566

replaces the single tensor unit per neuron with an element- 567

wise multiplication of tensor units of the same tensor shape. 568

As shown in Figure 1-e, the skip connection by multiplication 569

is denoted by the symbol b. Finally, the output motor unit 570

tensors are collected and stacked. Once the motor tensors are 571

stacked, they are fed into a multi-head attention layer µ1 that 572

interfaces with the external environment represented by the 573

Eout (Figure 1 - (f)) In conclusion, the algorithm follows a 574

logic of edge association consistent with that of the original 575

graph, according to the directionality of the artificial neural 576

architecture and its computational graph. The building of non- 577

linear topology is supported by leveraging the connection 578

modularity of Keras Functional API. Post-processing on the 579

operational latent space tensor network, such as the presence of 580

backward connections and cycles on the computational graphs, 581

are resolved by the Grappler optimizer of Tensorflow [75]. 582

2) The external operational environment: As depicted in 583

Figure 1, the connectome-derived TN is structured as a latent 584

space embedded within the external environment (Ein,Eout). 585

Generally, the function of Ein is to encode the input feature 586

maps for the sensor neurons of TN , whereas Eout serves as 587

a decoder in reconstruction tasks or as a classifier in classi- 588

fication tasks by operating with motor neurons. As illustrated 589

in Figures 7 and 8, the external model components can be 590

conceptualized as an artificial exposome that interacts with the 591

artificial connectomes contained within (LS latent spaces in 592

yellow boxes). Alternatively, each i-th environment (Ei
pin,outq) 593

can be considered as the environment of an intelligent agent 594

equipped with motor and sensor tensors functioning as ac- 595

tuators or sensors. Specifically, a transformer-inspired model 596

M1 : E
1

pinq Ñ TNq Ñ E
1

poutq with q tensor networks is 597

employed for image classification [23], while an autoencoder- 598

inspired model M2 : E
2

pinq Ñ TN Ñ E
2

poutq is utilized 599

for unsupervised digit reconstruction. To preserve a clear 600

distinction between the external environments and the tensor 601

https://www.cs.toronto.edu/~kriz/cifar.html
http://yann.lecun.com/exdb/mnist/


networks in all proposed models, no supplementary design602

modifications, such as incorporating skip connections or oth-603

ers, have been introduced between Ein and Eout, aiming to as-604

sess the model’s expressive capacity and effective complexity605

[76] of the original, randomly rewired, or generated/simulated606

TNs.607

3) Preprocessing and data augmentation : All images608

inputted to M1 and M2 have undergone a preprocessing and609

data augmentation phase within their respective input environ-610

ments as usually applied in the Literature [24]. Specifically,611

in Cifar10 for M1 a central crop of 75%, resulting in 24ˆ24612

images is applied. Then, data augmentation is performed613

by applying 4 transformations: the first transformation is a614

rotation with a range of 15 degrees, which introduces a degree615

of variation to the orientation of the images, making the616

model more robust to rotations. The second transformation617

is horizontal flipping, which involves mirroring the image618

along its vertical axis. This transformation is applied with a619

probability of 0.5, allowing the model to learn from images620

with reversed orientation. The third and fourth transformations621

are width and height-shift with a range of 0.1, which involve622

shifting the images horizontally or vertically by up to 10%623

of their width or height. This allows the model to learn from624

images with slight variations in position, which can occur due625

to changes in camera angle, object placement, or other factors.626

In M2 that focuses on grayscaled MNIST images, instead of627

performing a central crop, a binary thresholding equal to 0.3628

is applied to the images. The binary thresholding simplifies629

the images and removes any noise or unnecessary details that630

may not be useful for the digit unsupervised reconstruction.631

After thresholding, data augmentation is applied by using two632

types of transformations: width and height shift range to 10%633

and a zoom range of 10%. These transformations are used to634

generate slightly different versions of the same digit, which635

increase the size and diversity of the dataset and prevent636

overfitting.637

4) Model architectures:638

a) M1 - Transformer-inspired ElegansAI for Cifar10:639

The architecture of the external environment Epin,outq and the640

latent space (LS) for M1 is shown in Figure 7. To obtain a set641

of flattened patches (np = 4), the original images on 3 channels642

are reshaped and patched with equal dimensions. Then, the643

np patches follow two branches. The first branch bypasses644

the latent space LS (blue arrow in Figure 7). Meanwhile, the645

patches in the second branch enter the LS, where a replica646

of the tensor network (TNq with q “ r1 : 4s) is configured647

for each q-th flattened patch (rp1, p2, p3, p4s). In the LS, as648

described in the transformation algorithm (see Section III-A1),649

all the fully connected layers of the q-th TN , named tensor650

units θs, are allocated with 432 neurons (resulting by flattening651

the 3 channels ˆ 144 neurons) and a rectified linear unit652

ReLU is used as the activation function. According to the653

initialization function of the transformation algorithm (see654

Section III-A1 - Init Sensors function ), each input flattened655

patch is assigned to the group of sensor layers (label ”S”),656

one for each TN replica (see Figure 7 - (c) - blue nodes).657

Note that each of these TN replicas processing a patch of 658

the input shares weights with all the others, which drastically 659

reduces the trainable parameters, especially compared with 660

other state-of-art transformer networks, like ViT, BEiT or 661

CvT [24], [60], [25], and even some parameter-optimized 662

convolutional architectures like EfficientNetV2 [20]. Once the 663

information flows from sensors to interneurons, the output 664

of the TN in the LS is collected from the fully connected 665

layers labeled as ”motors” and reshaped according to the size 666

of the initial patches. Thus, for each replica of the TN , a 667

single feature map is extracted by the application of a multi- 668

head attention µ1pH,Kq with a head-space H equal to the 669

number of allocated θ motor layers and a key space K fixed 670

to 32 (which is approximately one-third of the number of 671

motor neurons). µ1pH,Kq is applied to both the flattened input 672

sensors and the motor layers. To keep track of relative patch 673

positions along the model, the feature maps in output from 674

the LS (violet arrows of Figure 7) are arranged by applying a 675

positional embedding layer (Figure 7 - (d)). Once the features 676

are positionally embedded, they are provided in input to a 677

feature space condenser as shown in Figure 7 (e). In both M1 678

and M2 setups (see also paragraph III-A4b), the condenser’s 679

role is to merge and reduce the feature space in the output 680

obtained from the TNs. Then, these features are selected with 681

respect to a reduced feature space built by applying a second 682

multi-head attention (µ2) driven by a drop-out of 10%. The 683

µ2pN,Cq layer has a number of heads N equal to the number 684

of input patches (N “ np) and a key-space C equal to the 685

number of neurons equivalent to the number of possible C- 686

classes (for Cifar10, C “ 10). It is worth noting that multi- 687

head attention layers (µ1 and µ2) are commonly used in self- 688

attention mechanisms. However, in this type of transformer, 689

they are applied for encoder-decoder attention mechanisms. In 690

the output from µ2, for each H , the second-last Reduce Mean 691

layer computes the mean of elements across the C dimensions 692

producing a C-dimensional vector. The latter is in input to the 693

last fully connected layer FC with C neurons and a ReLU 694

as an activation function. 695

696

697

b) M2 - Autoencoder-inspired ElegansAI for MNIST: 698

In Figure 8, an autoencoder-like architecture is depicted, 699

which encompasses a single TN . Compared to the preceding 700

transformer-like architecture (see previous paragraph III-A4a), 701

where each individual patch was allocated to a different TN , 702

this architecture immerses a single TN directly into the 703

LS. Figure 8 - (a) shows how in the external environment 704

Ein an encoder is designed to progressively extract abstract 705

representations of the input features via 2D-convolutional 706

(2DConv) and max-pooling (MaxPool) layers. Figure 8 - (d) 707

shows how the decoder Eout operates for image reconstruction 708

starting from the output of the latent space to the original 709

target via 2DConv layers supported by bilinear interpolation 710

for upsampling features (UpSample). In Figure 8 boxes (a) and 711

(d), the number of layers in the encoder is less than that in the 712

decoder. This imbalance could provide certain advantages [77]. 713
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Fig. 7. Architecture of ElegansAI M1 - Cifar10: Figure 7 illustrates the
architecture of the external environment E and the latent space (LS) for M1.
In Figure 7 - Box Einpaq, the input layer undergoes patching and reshaping
operations to obtain flattened patches. In Box LSpcq, the patches enter the
latent space LS into q “ 4 independent replicas of TN where sensors are
shown in blue, interneurons in red and motors in green. The TN ’s θ tensor
units are fully connected layers with 432 neurons and a rectified linear unit
ReLU as the activation function. In Eoutpdq the output of each TNs is
collected from the θs labeled as ”motors” and reshaped to match the 12x12x3
size of the initial pn with n “ r1, 2, 3, 4s. This is because in LSpcq a single
feature map is extracted, in comparison with input patches p, for each TN
replica by using multi-head attention µ1pM, 32q. Where M “ 86 is equal
to the number of allocated motor layers. In Eoutpdq the patches that bypass
the LS (blue arrow) and those from the TNs (violet arrows) are positionally
embedded. Then, the two positional embedded layers are provided in input
to the feature space condenser (Figure 7 - (e)). In this case, the condenser

composed by a second multi-head attention layer µ2pN,Cq, which has a H
equal to the number of N-produced input patches and a C “ 10 and by a
ReduceMean the averages the output of µ2. Then, in Eoutpfq it is provided
in input to the last fully connected layer FC with 10 neurons.

For instance, given the presence of a dimensionally significant714

TN in the LS, overloading the model with an extensive-715

dimensional encoder is unnecessary. As in M1, the building716

procedure of the TN involves the transformation algorithm717

(see Section III-A1) by allocating fully connected layers of718

784 neurons with an Exponential Linear Unit (ELU) activation719

function. As displayed in Figure 8 (b), the feature maps in720

output from the Ein are flattened and follow two separate721

branches (blue and violet). The blue branch transports the722

features to a single fully connected layer of 784 neurons723

(28 ˆ 28), after which layer normalization is executed (green724

LayerNorm Box in Figure 8 - (b)). With a longer path, the725

violet branch conveys the features to the single TN ; as in726

M1, multi-head attention µ1 is applied, followed by a fully 727

connected layer of 784 neurons (FCp784q). The latter layer 728

also undergoes layer normalization (Figure 8 - second green 729

LayerNorm in the violet path of Box (b) ). The tensors output 730

from the blue and violet branches are point-wise multiplied to 731

generate a single output tensor. The mechanism of applying 732

layer normalization and multiplication, despite the absence of 733

some tensorial operations, could be regarded as a very simple 734

alternative to the µ2 multi-head attention in the condenser 735

block of M1 (Figure 7 - Box (e)). The tensor in output from 736

layer Multiply is fed into a feature space condenser block (Fig- 737

ure 8 (c)), where a series of fully connected layers, containing 738

512, 256, and 128 units respectively, further reduce the feature 739

space. The output from M2 condenser to the decoder of Eout 740

is normalized by using a traditional batch normalization after 741

reshaping the reduced features into a tensorial form of 4ˆ4ˆ8. 742

In Figure 8 Block (d), generally, the architectures are designed 743

with smaller blocks and progressively diminish the number 744

of filters in reconstruction; nevertheless, in this instance, a 745

large number of filters is maintained, while the feature map’s 746

dimensions are progressively increased [20], [29], [67]. In all 747

the layers considered within the various parts of M2, the ELU 748

activation function is employed. The only exception is the 749

final layer that leads to the target, which utilizes a sigmoidal 750

activation function. 751

5) Training configurations: The models M1 and M2 of 752

ElegansAI are trained with different parameter configurations 753

and optimization functions. In our case, given the complexity 754

of Cifar10 with respect to MNIST, it is important for M1 755

to choose an optimizer that provides balanced importance to 756

rare features. For this reason, the optimizer chosen for M1 757

is AdaDelta [78]. AdaDelta optimizer adjusts the learning 758

rates based on recent gradient updates instead of storing all 759

past gradients, resulting in a slower convergence on frequent 760

features while also taking into account infrequent ones. The 761

decay rate ρ for AdaDelta is set to 0.95. The second hyper- 762

parameter is the precision ϵ which is fixed to ϵ “ 1.0´7. 763

The M1 AdaDelta optimizer is configured with an initial 764

learning rate lrM1 equal to 0.01. On the other hand, for the 765

unsupervised reconstruction problem of MNIST-Unsup, Adam 766

[79] is chosen for M2 because it offers a robust and faster 767

convergence on simpler datasets. The optimizer’s learning rate 768

for M2 is fixed at 0.001 (lrM2 “ 0.001). The M1 model is 769

trained using the original connectome of C. elegans, resulting 770

in TN having 107, 360, 964 trainable parameters, while for 771

M2 with the same TN , the number of trainable parameters 772

decreases to 87, 852, 914. However, on simulated connectomes 773

or those that are randomly rewired, the dimension of TN 774

may vary and, accordingly, the number of trainable parameters 775

may also change. Various types of initializers and regularizers 776

can be applied at different levels of the architecture during 777

the optimization procedure to prevent bias and ensure weight 778

regularization. In M1 a correct weight updating of the lower 779

layers of the model may be affected by the vanishing gradient 780

problem inflating the whole learning process. Thus, according 781

to [80], the kernel weights of the last fully connected layer 782
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Fig. 8. Architecture of ElegansAI M2 - MNIST: In Figure 8, an
autoencoder-inspired architecture is depicted for M2. Box (a) showcases
an encoder situated in the external environment Ein, comprised of two
successive 2D-convolutional (2DConv) layers respectively followed by max-
pooling layers (MaxPool). Within box (b), the architecture of the latent space
LS is displayed, featuring two distinct branches. The violet branch directs
the extracted features towards the sensor θ of a singular tensor network TN .
As depicted in Figure 7, a µ1 layer is employed to identify the most salient
features among motor neurons (illustrated in gray). The blue branch serves
as a more direct pathway and in this case, it is utilized to calibrate the TN
prediction through the implementation of a point-wise multiplication layer
(b). Within the LS, box (c) illustrates a series of three fully connected
FC layers with gradually decreasing sizes, ranging from 512 to 128. These
layers are subsequently reshaped and subjected to batch normalization, prior
to being provided as output to the decoder block in Eout (Box (d)). The
decoder block, as represented in Figure 8 - (d), consists of a sequence of
Conv2D layers followed by upsampling via bilinear interpolation (UpSample).
The transformations of tensor shapes after each tensorial operation are shown
accordingly.

FCpCq (Figure 7 - Box f) are initialized with Glorot Uniform783

distribution. The latter is helpful also to avoid the exploding784

gradient problem. For M2, a more extensive intervention is785

required to avoid gradient-related issues. Therefore, in M2,786

the kernel weights are initialized utilizing the Glorot uniform787

distribution, while the bias weights are initialized with a788

zero-wise distribution. The final convolutional layer of M2789

(Figure 8 - Box (d) is regularized employing ℓ1 regularization 790

[81] with a penalty parameter of 0.0001 ( ℓ1 “ 1.0´4). 791

The models’ training is improved by using random image 792

selection with a fixed seed to create the batches. The batch 793

size of M1 is bM1 “ 32 while for M2 it is bM2 “ 128. 794

During the model training, overfitting was prevented by using 795

early stopping. M1 and M2 performances on the validation 796

sets were monitored according to the evaluation metrics Top- 797

1 accuracy (see also Supplementary Section S2-C), and the 798

weights obtained at the end of the best epoch were saved to 799

guarantee maximum accuracy and generalization. Specifically, 800

early stopping occurred at the 30th epoch for M1 and at 801

the 400th epoch for M2. As previously discussed, the tasks 802

addressed by M1 and M2 were intentionally made distinct. 803

M1 is a supervised classifier, while M2 is an unsupervised 804

grayscale image reconstruction model. The choice of the 805

loss function for each model was accordingly tailored to 806

the specific task. For M1, where the ground truth class is 807

represented as an integer, the sparse categorical cross-entropy 808

loss function λM1 was employed. On the other hand, for M2, 809

where the goal is to minimize the pixel-by-pixel reconstruction 810

error, the binary cross-entropy loss function λM2 was used. 811

B. Connectomes Description and Generation 812

1) The reference connectome: The connectome 813

anterior/pharynx part of the hermaphrodite free-living 814

nematode C.elegans consisting of 279 neurons and 3225 815

chemical and electrical weighted edges is analyzed. The 816

C.elegans complex network is accurately reconstructed by 817

[55], [82] and made free-available on the online repository6. 818

Several C.elegans nervous systems are provided in the 819

Literature, however, the network of Varshney et al. [55] is 820

chosen as reference connectome because it is well annotated 821

with respect to the full C.elegans network representation 822

of 302 neurons originally provided by White et al. in 1986 823

[83]. The reference connectome, at the node level, presents 824

three-class labels for neurons of type sensors, interneurons, 825

and motors. Furthermore, at the edge level, the authors 826

made available: (a) a weight that represents the number of 827

between-neuron connections summing up at 13.000 synapses 828

and (b) a binary label that indicates if the synapse is chemical, 829

that is a directed edge, or electrical, an undirected edge. 830

Moreover, the reference connectome is enriched by additional 831

information, such as types of neurotransmitters, neuron soma 832

positions7, and other details like the neural cell class, at the 833

node level. Furthermore, neurotransmitter type information 834

and neurons’ soma position are used to enhance the structural 835

understanding of the generative tensor network models (see 836

also II-D). 837

838

6https://neurodata.io/project/connectomes/ (GraphML data format) - Last
queried on 6th March 2023

7Along the length of the nematode from the head to 0.83 mm on x-axis,
an adult C.elegans has an average length of max of 1.5mm. However, in the
network of Varshney et al. [55] only the anterior/pharynx part of the worm is
considered.

https://neurodata.io/project/connectomes/


2) Random and simulated connectomes: In this work, four839

different classes of networks are transformed into TNs and840

compared with the TN derived from the original connectome.841

Three classes of 30 random small world graphs are generated842

using stochastic algorithms: Erdos-Reenyi G1 (ER), Barabasi-843

Albert G2 (BA), and Watts-Strogatz G3 (WS). These models844

generate features both by random wiring edges and random845

enriching edges and nodes with labels to signify the type of846

connection and type of neuron. In the WS model, an integer847

constant is used to set the median density limit, while in848

the models of BA and ER, the probability of insertion is849

evaluated at exactly 0.5. Careful pruning is done to avoid850

creating connected components. These random networks are851

then converted to neural models that take the name of r-TNs852

(see also Supplementary Section S3).853

To better represent the characteristics of the original connec-854

tome, a desirable feature of a generator would be the ability855

to learn the effects of evolutionary optimization on connec-856

tome graphs. This would allow the generator to retain the857

features learned from ad-hoc rewired reference connectomes858

and produce new ones. To this end, a total of eight sets859

of rewired connectomes are collected. Each of these sets is860

created by randomly rewiring a certain percentage of the edges861

from the original connectome, creating two types of rewired862

connectome: the first type (total) involves the rewiring of the863

whole edge set, the second one (latent), instead, regards only864

the rewiring of the interneuron-interneuron edge set. These sets865

are then used to train a fourth class of graph generators, G4,866

which is based on Variational Graph Autoencoders (VGAE).867

This unsupervised Graph Neural Network (GNN) framework868

uses latent variables to learn meaningful node embeddings869

incorporating structural information of the input graph. The870

VGAE models are trained using two slightly different loss871

functions: a variational lower bound and a regularized version872

of it. The latter employs a regularization term that slightly873

shifts the motif distribution learned by the VGAE towards the874

original connectome.875

After training, the G4 generators are applied to each VGAE876

model by using the generation procedure AG4
(details in877

Supplementary Section S3-B(a)). First, a set of T “ 2500878

probabilistic adjacency matrices is sampled from the posterior879

distribution of the generative model, conditioned by the orig-880

inal connectome graph. The generated adjacency matrices are881

refined with a strategy that enforces generation diversity while882

maintaining structural similarities with respect to the reference883

connectome. Finally, a representative set of networks is chosen884

by sampling a subset of 6 from the 5000 generated networks885

for each rewiring percentage and type. The networks are gen-886

erated by sampling from quantiles, based on distances from the887

original connectome. These distances are measured using the888

Jensen-Shannon metric applied to the adjacency matrices (see889

Supplementary Section S3-B(b)). Although the generators can890

establish different connections between nodes, the number and891

the characteristics of the nodes remain unchanged, enabling a892

comparison between the generated adjacency matrix and the893

original one. In terms of motifs entropy, the Jensen-Shannon894

distance increases as the level of rewiring in the generated 895

graphs and the distance from the original connectome increase, 896

as shown in Supplementary Figure 2. The chosen graphs are 897

then converted to neural models producing the so-called s- 898

TNs, type total and latent. (see also Section III-B2). 899

C. MiDEA: Multi Dyadic Effect Algorithm 900

MiDEA is an algorithm tailored to analyze evolutionary 901

optimization in both directed and undirected parts of the 902

connectome. It scrutinizes various neuron types and their 903

circuitry to appraise the dyadic/anti-dyadic effect. As an 904

extended version of the algorithm by Park and Barabasi [57], 905

the process of examining evolutionary conservation involves 906

a structured protocol that includes the assessment of motif 907

distribution attributes and entropy. The analyses of dyadic/anti- 908

dyadic effect motifs on complex networks are also described 909

in our previous works on E.coli [84]. MiDEA, in its initial 910

phase (refer to Supplementary Section S1-A), takes into ac- 911

count three distinct neuron categories: sensors, motors, and 912

interneurons. It evaluates the functional relationships among 913

these neurons, accounting for connections both within the 914

same neuron type (dyad) and between different types (anti- 915

dyad). The algorithm then calculates the dyadic effect across 916

these three neuron classes and quantifies its comprehensive 917

magnitude m̂ within the studied connectome. In the second 918

phase (refer to Supplementary Section S1-B), the MiDEA 919

algorithm extends the previously described procedure to ev- 920

ery potential shortest path between any two nodes in the 921

connectome, resulting in a collection of multi-dyadic effects 922

that capture the influences along various pathways. During the 923

third phase (see Supplementary Section S1-C), the algorithm 924

gauges the information content linked to these multi-dyadic 925

effects, offering insights into their significance and informative 926

qualities. The fourth phase (refer to Supplementary Section 927

S1-D) involves juxtaposing the original connectome with 928

randomly rewired counterparts. This allows for a discerning 929

understanding of the disparities and commonalities between 930

the original and the rewired connectomes. MiDEA, along with 931

the information content analysis, serves as a tool to grasp 932

the evolutionary optimization of the connectomes before being 933

transformed in TNs (C. elegans TN , s-TNs or r-TNs). This 934

examination particularly concentrates on the distribution of 935

neuron types within the context of electrical and chemical 936

synapses, offering a methodological approach for investigating 937

evolutionary characteristics and informing the design of neural 938

networks. 939

SOURCE CODE AVAILABILITY 940

The Python code necessary to replicate the experiments is 941

available in an online repository, in compliance with the poli- 942

cies of Nature Machine Intelligence. Subsequently, the code 943

will be made publicly available on a GitHub repository and 944

linked to the Elegans.AI website to facilitate its dissemination. 945
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