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Traffic congestion is, nowadays, one of the most important highway problems. Highway tolls with booth
operators are one of the causes of traffic congestion on highways, especially in rush hour periods, or during
seasonal holiday travels. The value of driver waiting time (needed to stop and pay the toll) and the cost of
the toll booth operators can reach up to about one-third of the revenue. In this paper we propose a novel
methodology for continuous-time optimal control of highway tolls by predicting the optimal number of active
modules (booths) in toll stations. The proposed methodology is based on a combination of recurrent neural
networks, queuing theory, and metaheuristics. We utilized several recurrent neural network architectures for
predicting the average intensity of vehicle arrivals. Moreover, the prediction error of the first recurrent neural
network was modelled by another one in order to provide confidence estimates, additional regularization, and
robustness. The predicted intensity of vehicle arrival rates was used as an input of the queuing model, whereas
differential evolution was applied to minimize the total cost (waiting and service costs) by determining the
optimal number of active modules on a highway toll in continuous time. The developed methodology was
experimentally tested on real data from highway E70 in the Republic of Serbia. The obtained results showed
significantly better performance compared to the currently used toll station opening pattern. The solutions
obtained by solving a system of differential equations of the queuing model were also validated by a simulation
procedure.

1. Introduction a wide variety of problems related to congestion reduction are com-
binatorial optimization problems, numerous different meta-heuristic
algorithms are naturally employed for solving them (Chaimatanan
et al., 2018; Abu-Shawish et al., 2020).

In tackling the problem of alleviating highway congestion, we start
from the observation that severe highway congestion is often caused
by the presence of human-operated highway toll stations and that
the congestion severity depends on the number of active toll modules
(operator booths). The greater the number of the active modules,
the lower the congestion. However, opening of toll modules incurs

One of the biggest challenges which occurs in modern-day traffic
engineering is related to the reduction of traffic congestion in urban
areas and highways (Ahmed, 2018). This problem is closely related to
the loss of productivity due to the time spent in traffic jams (De and
Rajbongshi, 2020), the pollution of the environment (Chowdhury et al.,
2017), high fuel consumption (Bharadwaj et al., 2017), risks to human
health (Requia et al., 2018), etc.

A wide variety of ideas have been proposed in order to reduce traffic
congestion: optimization of traffic light management systems (Malim

et al., 2019), usage of CCTV to monitor road conditions (Kurniawan
et al., 2018), enforcing existing road traffic laws (Bump et al., 2019),
improving perception of buses (AlRukaibi and AlKheder, 2019), and
others. Nowadays, in the era of big data, a wide range of traffic opti-
mization techniques based on machine learning (Ata et al., 2019; Devi
and Neetha, 2017; Elfar et al., 2018) and different mathematical pro-
gramming methods (Jamal et al., 2020; Kumar et al., 2020; Guo et al.,
2020) have become very popular research directions in this field. Since
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service costs. Therefore, there is a trade-off between traffic congestion
(meaning longer waiting times for the drivers), and the costs of toll
station operation. Therefore, determining the optimal number of open
modules is an important practical problem of operating a highway.

In this paper, we propose a novel mathematical methodology for
predicting the optimal number of active modules on highway tolls in
continuous time over a considered future time interval. The method-
ology is based on a combination of deep learning methods, queuing
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theory, and metaheuristics algorithms. Firstly, bearing in mind that the
process of car arrival on toll stations is generally non-stationary, the
average intensity of vehicle arrivals was predicted by several different
recurrent neural network architectures such as: vanilla recurrent neural
network, long-short term memory network, long-short term memory
network with layer normalization, and gated recurrent unit network.
Moreover, the error of predicting the average intensity of vehicle
arrivals, was modelled by another network in order to provide confi-
dence estimates, additional regularization, and robustness to the overall
methodology. Secondly, the predicted average intensity of vehicles ob-
tained was used as an input for the queuing model. The queuing model
describes the behaviour of the toll-station system by relying on a non-
stationary system of differential equations. Eventually, based on the
toll-station model, the metaheuristic differential evolution optimization
algorithm was applied to minimize the total cost (waiting and service
costs) for determining the optimal number of active modules on a
highway toll. Furthermore, the developed methodology can be easily
adapted to a wide variety of real-world problems such as: predicting
optimal velocities of ski lifts in ski resorts, predicting the number of
open cashiers in supermarkets, etc.
The contributions of this paper are the following:

» We provide a solution to the, to our knowledge, hitherto unsolved
problem of predicting the optimal number of active modules on
toll stations, thus efficiently controlling the highway toll stations
in continuous time.

To the best of our knowledge, we are the first to combine deep
learning and queuing theory in a way which allows flexible mod-
elling of the intensity function without using complicated simu-
lation procedures nor oversimplifications of the queuing theory
differential equation models.

We apply the proposed methodology on real-world data and
demonstrate its effectiveness in practice.

Compared to the other metaheuristic (Abu-Shawish et al., 2020)
based approaches that are applied in traffic control and optimization,
in this paper we introduce a more sophisticated algorithm that is based
on a combination of domain knowledge (modelling toll station by
queuing theory), machine learning (prediction of future vehicle arrival
intensities by deep learning), and metaheuristic optimization. The main
advantage of proposed approach compared to the existing ones is more
sophisticated modelling of the toll control process which is achieved by
exploiting all of the said elements in modelling, which previous work
has not done.

The paper is structured as follows. The background methodology,
namely, recurrent neural network models, Markov processes, and dif-
ferential evolution algorithms are presented in Section 3. The proposed
mathematical methodology is presented in Section 4. In Section 2
the related work is reviewed. Experimental evaluation is presented in
Section 5. Finally, the conclusions are drawn in Section 6.

2. Related work

In this section we provide a broad overview of results in different
fields closely related to our work. Our work belongs to the broader field
of traffic state estimation (TSE) which focuses on the estimation of spe-
cific traffic state indicators (TSIs), such as flow speed, average vehicle
speed, traffic density, and other useful variables on road segments using
partially observed traffic data (Seo et al., 2017). A successful prediction
of a TSI in future provides useful information for determining price
politics (Fosgerau and De Palma, 2013), for reduction of traffic con-
gestion (Litman, 2016), and for strategic decision-making (constructing
new roads, improving infrastructure etc.) (Koh and Lee, 2020).
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TSE by classic machine learning. TSE has two major branches: the
traditional domain modelling approach of predicting and inferring
TSIs based on statistics and domain knowledge (Dadashova et al.,
2021; Zhang et al., 2014; Yildirimoglu and Geroliminis, 2013) and the
machine learning modelling approach based on historical and current
traffic data. The machine learning modelling approach has become
prevalent due to the availability of large amounts of data and better
performance achieved compared to the traditional methods. The ad-
vantage of the machine learning approach comes from its ability to
infer TSIs based on learning new representations of the data which
successfully model hidden variables which cannot be observed by the
traditional statistical models. Such hidden variables turned out to be
very important for TSE (Liang et al., 2018; Baggag et al., 2019). The
most frequently used machine learning methods for TSE are Kalman
filters (Sun et al., 2003), kernel regression (Sun and Chen, 2008), k
nearest neighbours, (KNN) (Luo et al., 2019), ensemble techniques (Liu
and Wu, 2017), and deep learning methods (Fadlullah et al., 2017).

TSE by deep learning. Many papers deal with TSI prediction by deep
learning models. Wei et al. (2019) propose a novel traffic flow predic-
tion method, called auto-encoder long short-term memory. The auto-
encoder is used to model the internal relationships of traffic flow
variables by extracting the features of upstream and downstream traffic
flow data. Moreover, the LSTM network utilizes thusly modelled infor-
mation and the historical data to make complex non-linear traffic flow
predictions. Similarly, Fu et al. (2016) used a combination of LSTM
and GRU networks to predict short-term traffic flow and demonstrated
that RNNs in general perform better than the auto regressive integrated
moving average models (ARIMA) models. Zhou et al. (2020) presented
a combination of statistic model GASVR and LSTM in order to obtain
high precision of real-time prediction of traffic flow indicators. The
comparison and analysis of various algorithms show that the prediction
algorithm GASVR-LSTM proposed in this paper obtained a 20% higher
R? measure than the LSTM, GRU, ARIMA, and convolutional neural
networks (CNN). In order to predict traffic speed based on information
provided by BeiDOU satellite navigation system Zhao et al. (2019)
proposed the methodology based on LSTM that obtained better predic-
tion performance compared to the support vector regression methods.
Effective long-term forecasting of traffic flow based on the combination
of hard attention mechanism with LSTM was presented in Wang et al.
(2020). The goal of hard attention mechanisms is to learn similarity
patterns to enhance neural memory and reduce the accumulation of
error propagation. It is verified that the model can accurately learn
local features and long term dependencies and has better accuracy
and stability in long term sequence prediction compared to short term
sequence prediction.

Queuing theory and its applications in traffic control. Queuing theory is
an operations research field which presents the mathematical study
of waiting lines, or queues and related waiting times. Queues are
common in different aspects of everyday life, such as petrol or filling
stations (Galankashi et al., 2016), supermarkets (Luo and Shi, 2020),
clinics (Aziati and Hamdan, 2018), parks (Daniels et al., 2017), manu-
facturing firms (Ghalehkhondabi and Suer, 2018), etc. Queuing theory
is also used as a baseline modelling approach in traffic problems.
Swathi (2019) modelled vehicular traffic at signalized intersection
using queuing theory. Based on this model Swathi showed that the de-
veloped model could be used to reduce road delays in the Maduravoyal
neighbourhood of Chennai. Yang and Yang (2014) provided a general
framework for queuing theory application in the traffic flow of inter-
sections. Poomrittigul et al. (2019) proposed a simulation model for
ticket system of Bangkok rapid transit train using queuing theory. The
proposed model showed satisfactory performance and a possibility to be
used in different locations. Similarly the analysis of traffic conditions on
a particular urban highway using queuing theory approach is presented
in Raskar and Nema (2017). The obtained results provided satisfactory
analysis to predict traffic congestion during peak hours. Kachroo et al.
(2016) showed that the queuing theory can provide a mathematical
framework for dynamic congestion pricing and deriving optimal control
law to determine an optimal tolling price.
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Metaheuristic optimization in traffic control. Different metaheuristic op-
timization algorithms are applied in traffic management and traffic
control. Jamal et al. (2020) presented an intelligent intersection control
for delay optimization based on the genetic algorithms and differential
evolution. The study results indicated that both GA and DE produced
a systematic signal timing plan and significantly reduced travel time
delay ranging from 15% to 35% compared to existing conditions.
Furthermore, an evolutionary algorithm can also be used to determine
the optimal policy for traffic lights (Mihaita et al., 2018). It is shown
that it can yield a significant decrease of travel time during congestion
periods. A genetic algorithm approach for signal setting optimization of
signalized junctions in a congested road network is presented in Teklu
et al. (2007). Abu-Shawish et al. (2020) presented a systematic review
of metaheuristic techniques that are used in optimization of traffic light
control systems. Additionally, numerous strategies and methods for
traffic control and prediction is presented in Papageorgiou et al. (2003),
while various modern approaches for traffic control and prediction are
summarized in Castillo et al. (2015).

3. Background

In this section we introduce basic concepts from the literature that
we apply in our work.

3.1. Recurrent neural networks

A recurrent neural network is a type of an artificial neural network
which processes sequential data (e.g. time series). While feed forward
deep neural networks assume that outputs are mutually independent for
given inputs, recurrent neural networks naturally model dependencies
between outputs within a sequence. Hence, the outputs in the sequence
not only depend on the inputs, but also on each other. In this paper we
used four types of RNN architectures:

recurrent neural network (RNN) (Yu et al.,, 2019), which pro-
cesses a sequence by successive parametrized transformations of
the individual elements of the input sequence and the current
hidden state, also yielding outputs in each processing step,
long-short term memory (LSTM) network (Yu et al., 2019), which
augments the computation of the hidden state by additional
parametrized units (called gates) which make transformations of
inputs, hidden states, and the outputs themselves dependent on a
given input and current hidden states,

long-short term memory with layer normalization (LSTM-In),
which includes a layer normalization technique over standard
LSTM units (Ba et al., 2016), and

gated recurrent units (GRU) (Dey and Salem, 2017), which simpli-
fies LSTMs by dispensing with the output gate. A detailed review
of different RNN architectures along with their applications is
presented in Yu et al. (2019).

3.2. Queuing theory and inhomogeneous Markov processes

The most complex physical phenomena have stochastic character,
but many of them can be satisfactory approximated in the form of
functional relations. Most often dynamical systems’ states cannot be
well described deterministically. Therefore, temporal state dynamics
models should incorporate some kind of stochastic laws. Many dynami-
cal systems can be satisfactorily approximated by assuming the Markov
property. The Markov property means that the evolution of the system
in the future depends only on the present state and not on the prior
state history. In this paper, the process of changing queue lengths at a
toll station system is assumed to have the Markov property (Shortle
et al., 2018).
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Definition 1. The stochastic process S(m) defined on the discrete state
space has (continuous-time) Markov property if and only if for any inte-
ger value n, any sequence of integers iy, ..., i,, j and any strictly increas-
ing sequence of real numbers ¢,,1,, ...,t,,, the conditional probability
can be represented as:

PIX () = JIX@) =iy, , X (@) = i) = PIX(,0) = jIX@) =1,] (1)

The probability density function of time that the process will spend
in a state can be expressed as (Shortle et al., 2018) :

S = A@) - exp(AQ) - 1) (2)

where A(#) is a non-negative function of time. Therefore, the time until
an event is modelled as a general point process (as opposed to simpler
processes in which 4 is constant).

The probability of transition of a system from state i at time ¢ to
state j at the time ¢’ is denoted:

i1 = PIX(') = jIX(1) = i] (3)

There are two types of Markov processes: homogeneous and inhomoge-
neous. In the homogeneous Markov process, the state transition prob-
ability distribution is time invariant (stationary). Thus, time until the
event is distributed according to the exponential distribution. In the
case of inhomogeneous Markov process, the state transition probability
distribution is non-stationary. The probability that the process is going
to be in state j at time 7 is denoted:

p;() = P[X(®) =j] G

Starting from the last two equations and under Markovian assumption,
it can be shown (Sundarapandian, 2009) that the change of probability
of a process being in state i at time 7, can be expressed by a system of
differential equations in the following matrix form:
dp() _
dt
where p(1) = [py(®), p; (1), po(®), ..., p,()]T is a column vector of proba-
bilities of the system being at state i in time ¢ and Q() is a transition
matrix which describes the instantaneous change of state probabilities,
defined as:

Q' (p®) (5)

—A(t) A1) 0 0 .. 0 0
H —(u + A@)) A1) o .. 0 O

Qn=| 0 M —(u+i@®) i@ ... 0 O (6)
0 0 0 0 e U —H

where p is service intensity and A(r) is intensity of clients arrivals. In
this formulation we assume that the service intensity is stationary.

3.3. Point process simulation - Ogata’s modified thinning algorithm

The basic idea behind Ogata’s modified thinning algorithm (Ogata,
1981), used for point process simulation, is to determine when the
next event is going to occur so that the sample has the properties of a
generating point process. To this end, a homogeneous Poisson process
on some interval [¢,¢ + [(¢)] for some chosen function /(¢)! is simulated.
This Poisson process has a chosen constant intensity m(f) on the interval
[t,1+1(n)], such that it holds m(?) > supe(s 14y A(S)- After one simulates
one value s from this process, there are two possibilities. If it holds
s > (1), then there is no event in the interval [z,¢ + [(f)], so one starts
again from the time ¢ + /(r). However, if it holds #; < I(r), there might
be an event in [¢,7+[()]. In the latter case it has to be decided whether
to keep this point or not. To get the correct intensity, the point is kept
with probability A(7+ s)/m(t), where A is the process intensity function.
Whether or not the point is kept, the algorithm continues from 7 + s.
The pseudocode of Ogata’s modified thinning algorithm is presented in
Algorithm 1.

1 The value of /(f) may be infinite.
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Algorithm 1 Ogata’s modified thinning algorithm

Input: T - time of simulation, A(#) - intensity function
Output: Sample of times at which events occurred 7
t=0
T=40.
while t < T do
Compute m(¢) and /(¢)
Sample independent random variables s ~ Exp(m(t)) and U ~
Unif([0,1]).
if s > I(r) then
t=t+1@)
else
ift+5s<T and U < A(t + 5)/m(t) then
T=TuU{t+s}

t=t
return 7

3.4. Differential evolution

Differential evolution (DE) (Storn and Price, 1997) is a type of a
metaheuristic algorithm used to optimize an objective function (L)
by an evolutionary process. Differential evolution proved to be one
of the most robust and stable population-based meta-heuristic algo-
rithms (Pant et al., 2020). This algorithm does not require gradients, so
the objective function does not need to be differentiable. The objective
function is user-defined and depends on the optimization problem. The
algorithm searches the space of feasible solutions by maintaining a
population of individuals and creating new solutions by combining
the individuals. The individual which achieved the best value of the
objective function is kept until new individuals with improved value
of objective function appear. The process repeats itself until a given
termination criterion (e.g., required number of iterations) is satisfied.
The basic DE algorithm can be described in several steps which are
presented in Algorithm 2 (Pant et al., 2020). Typical choice of param-
eters for differential weight F (used for creating new individuals) and
threshold C, are 0.8 and 0.9, respectively.

Algorithm 2 Differential evolution - DE

Input: Function L, population size N, threshold C, € [0, 1], differential
weight F € [0,2]
Output: Minimum point of the function L
Randomly generate the initial population x, ..., xy
while stopping criterion is not satisfied do
fori=1to N do
Sample distinct agents x,,x,,x, from population (different
from x;)
Sample s ~ Unif(0,1)
if s < C, then
x=x,+F (x5 —x,.)
else
X=X
if L(x) < L(x;) then
replace x; by x in the population

return argmin, e, o L(x)

4. Methodology

The developed mathematical methodology for predicting the num-
ber of active modules on highway tolls is illustrated in Fig. 1. It uses
raw toll station and weather data to build a model of toll station
operation. This model is obtained by combining vehicle arrival and
service intensity models in a way which is well-grounded in queuing
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theory. Toll station operation model is then used to formulate the opti-
mization problem which yields the control function which determines
the number of active modules through time. The proposed methodology
can be understood as the data processing pipeline consisting of the
following steps:

 Preprocessing and analysis of raw toll data which yields ve-
hicle arrival intensity data, service intensity data, weather condi-
tions data, and information on various costs of operation.
Modelling of vehicle arrivals and service intensities which
relies on the said data on vehicle arrivals intensities and service
intensities to build the corresponding models.

Modelling highway toll station which consists of specifying the
queuing theoretic model of the toll station which is computed
based on the predictions of vehicle arrival and service intensity
models.

Formulation of the optimization problem which uses the toll
operation model, vehicle arrival and service intensity models,
and various cost parameters in order to set up the minimization
problem which defines the optimal number of active modules
through time.

Solving the optimization problem which consists of the di-
rect application of the differential evolution algorithm on the
formulated minimization problem.

In the following subsections we explain the steps of the methodol-
ogy. In order to keep the methodology general, we postpone various
specifics related to our application scenario for the experimental sec-
tion. For instance, weather conditions are relevant for TSE in general,
so in the methodology we assume the availability of the weather condi-
tions feature vector. However, specific features we use are described in
the experimental section since not all practitioners will have the same
feature set at their disposal. Similarly, we assume the use of RNNs in the
methodology. However, specific RNN design choices are not a part of
our methodology section, but of the experimental section since different
choices may be optimal for different application scenarios and datasets.

4.1. Data preprocessing and analysis

The integrated toll network system is capable of collecting real-time
information about traffic. The toll station information can be divided
into two groups: static and dynamic information. Static information
is independent of the real-time observations and includes information
like the toll price, operating cost of the toll station, toll station lane
number and type, toll payment method, etc. Dynamic information is
dependent on the real-time observations and includes information like
the vehicle arrival times, the toll service time of each vehicle, etc. The
collected raw information must be preprocessed and cleaned so that
useful information can be easily extracted. The input to this step of the
methodology is raw static and dynamic toll station information and the
information on weather conditions. The output contains (i) the infor-
mation of similar nature, but cleaned from missing data and outliers
and (ii) vehicle arrival intensities and service intensities computed from
vehicle arrival and service times.

The data preprocessing procedure consists of the following steps:

+ removing instances with missing data,

» detecting outliers,

» processing raw data to obtain time spent in queue and time of
service for each vehicle,

» computing intensities of vehicle arrivals and service intensities in
one module, and

The intensities of vehicle arrivals and service intensities are com-
puted from the dataset using a sliding window of an empirically chosen
length. The length is chosen so that there are no high intensity values
of the first difference during short time periods. It can be assumed that
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Fig. 1. Stages of the proposed methodology for toll station control.
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Fig. 2. Flow chart of data preprocessing and analysis procedure.

vehicle arrivals are uniformly distributed over the open toll modules.
Thus, the vehicle arrivals intensities in one module, can be computed
as total vehicles arrival intensity divided by the number of open mod-
ules. The computation of service intensities is analogous. The data
preprocessing and analysis procedure is presented in Fig. 2.

4.2. Modelling of vehicle arrivals and service intensities

A predictive model of vehicle arrivals and service intensities can be
made based on their values previously computed from the dataset. In
order to do so, this step takes from the preprocessing step, as its inputs,
the sequence of vehicle arrival intensities, the sequence of service
intensities, and the sequence of weather conditions feature vectors. It
outputs the predictive models of vehicle arrival and service intensities.
We explain the modelling details.

We assume that waiting times (both in queue and for service) can be
modelled as an inhomogeneous Markov process. Therefore, it is neces-
sary to estimate the dynamics of point process intensities (parameters)
for both arrivals and service time. In most real-world situations the
event of vehicle arrival is modelled as a non-stationary point process,
whereas service intensities are constant and can be represented by the
exponential distribution. In order to prove that the service intensity is
stationary, it is necessary to apply some kind of statistical test on the
data sample (Chi-squared 42 test, Kolmogorov-Smirnov test). Such a
test will be conducted on the empirical dataset. The service intensity
is calculated (in the preprocessing step) as the inverse of the average
service time, as:

1
A= — 7
TLT

The highway data is also used to estimate the intensity of the vehicle
arrival times. If the distribution is time invariant, the intensities can be
easily estimated from the sample by using classical statistics. Otherwise,
the intensities are modelled by a RNN.

The inputs used for RNN based prediction of vehicle arrival intensity
A, at time ¢ are previously predicted intensities (Ap = [A(r — 1), A(r —
2),A(t — 3),...]) and weather condition feature vector X,. Therefore,
intensities are predicted as:

) = £ Cnist- X hy_p0 1) (8)

The expected outputs are the values already computed from the dataset.
In the basic variant of the methodology, the RNN is optimized in a
straightforward manner based on the mean squared error loss function.
Since the information on prediction confidence can be very important
in practice, we improve over the basic variant by using two different
RNNs. The first RNN is trained in the same manner as in the basic
variant, whereas the second RNN is used for estimating the error
(standard deviation) of the first one. The error of the first RNN is
predicted as:

4@ = ADIl = & (Anise- Xp- By 1) ©)

where h,_, represents latent information from time stamp 7 — 1.
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4.3. Modelling of a highway toll station

The central part of the highway toll station model is the transition
matrix Q(7). Therefore, the output of this step is the transition matrix,
which is computed based on the service intensity u and arrival intensity
model A(f) which are taken as an input from the previous step. The
transition matrix Q(¢) is defined as:

[_A0 0] 0 o o]
c(t) c(t)
" —(/4+%) % 0 .. 0 0
=l ) o AE;;) % NN
L O 0 0 0 v M —H]

where A(?) is the predicted intensity of vehicle arrivals on toll stations,
c(t) is the number of open modules on a toll station and g is the
estimated intensity of service.

It can be seen that the probability distribution of the system states
depends on the number of open modules on a toll station: an increasing
number of open modules on the toll station decreases the probability
of long queues and vice versa. The analytical solution to the system
of differential equations is intractable, because of nonlinear term A(r),
hence the Runge-Kutta—Fehlberg (Griffiths and Smith, 2006) method
is used. Due to the fact that the number of possible system states is
infinite, to numerically solve the system of differential equations, a
maximum number of vehicles in a queue must be assumed.

4.4. Formulation of the optimization problem

The number of open modules on highway toll stations at each time
can be found by minimizing objective function - L (the total system cost
or loss). In order to define it, this step requires as its input the static toll
station information, specifically various costs (e.g., station operation
cost) and models of service intensity and vehicle arrival intensity, and
the transition matrix Q(#). The step outputs the precise minimization
problem to be solved. The loss is defined as:

T
L =/ (WC@) + SC(t))dt a1
0

where W C(z) is waiting cost at time 7 and SC(7) is service cost at time
t. The service cost at time ¢ can be defined as:

SC(t) =c(t)- C,, 12)

where c¢(#) is the number of open modules at time 7 and C,, is the
cost of one open module (toll ramp) on toll station per one minute of
operation.

The waiting costs in moment ¢ can be defined as the product of the
cost for one vehicle waiting in the queue C,, - #, the probability density
of the time spent in the system by a vehicle f(r), and the intensity of
client arrivals A(¢) in time ¢. Thus, the waiting cost can be represented
as:

WCH)=At)- f(1)-C, -t 13

where C,, is the costs of waiting in queue for one vehicle during one
unit of time. The probability density function of the time spent in the
system f(¢) can be defined as (Bugaric, 2011):

. _ k
p@) - (u@®) — A1) exp(—pu(t) - 1) - z(/l(t) i 14)

1-— p(,)m+2
where m is maximum number of vehicles that can be in queue and p is
defined as p(t) = A(t)/ u().

The goal is to minimize the loss L (Eq. (11)) subject to equality con-
straints (Eq. (5)) which define the change of the probability distribution

S =
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of the process and inequality constraints which express the maximum
number of open modules, with respect to the number of open modules
c(1) as a function of time. The mathematical formulation of optimization
problem can be defined as:

T
mini(n)ﬁze / (c(t)- Cp+ D) - f(t) - Cyp - 1)dt
c(t
p()

subject to =QT(H)p®)
1 5 c(t) < ¢y for all t € [0,T1]

If the confidence estimates are also given by a second network, the
mathematical formulation of optimization problem can be defined as:

mmln)nze / / (c®) - Cp+ (A + ) - f() - C,y - t - plel?)) dedt
C 13
subject to p( ) =QT(Hp(t)

1 S c(t) < ¢y for all t € [0,T1]

where p(¢) is a normal distribution with mean 0 and standard deviation
obtained as the prediction of the second network.

4.5. Solving the optimization problem

This step takes as its input the specific minimization problem and
outputs the control function determining the number of open modules
through time. This function can be found by solving the proposed
minimization problem using the DE algorithm. Luckily, the proposed
minimization problem admits direct application of the algorithm and
no specialization to the problem is required. Only the hyperparameter
tuning of the algorithm is required, which we perform by grid search on
a small subset of the data. Specifics of the final algorithm configuration
are left for the experimental section.

5. Experimental evaluation

In this section we describe the data, important details of the exper-
imental setup and provide results of the experiments.

5.1. Data

We used data from the toll station “Vréin”, the southern entrance
to the city of Belgrade, Republic of Serbia, on the E70 highway, in
the period from August to September 2017. A 180 min sliding window
was used for computing vehicle arrivals intensities. The goal is to
make predictions of vehicle arrival intensities every five minutes for
6 h ahead. In order to make such predictions, three different groups
of relevant features, were extracted from data: raw, descriptive, and
meteorological features. The raw features are related to the number
of vehicles that passed through the toll station at given time and are
obviously relevant for modelling intensities. The descriptive features
are common descriptive statistics computed from the speed of vehi-
cles. They serve the purpose of better reflecting the structure of the
related distribution. The meteorological features are related to weather
conditions which can have big influence on traffic intensity. All used
features are provided in Table 1. Regarding meteorological features,
besides data from Vréin, data from Nis toll station (the starting point
of the highway section) were used as well.

Apart from these features, in each time step, as inputs we also used
the intensities that were predicted by the model for the last 6 hours
prior to that time step. Hence, the total number of input features is 75.
In the case of confidence estimation network, as inputs we also used
the confidence estimate from the previous time step.

The total, the number of data points for testing and training the
network is 35,013. 18,040 points were used for training the first RNN.
9714 points were used for validating the first RNN and training the
second RNN for confidence estimation. The remaining 6939 data points
were used for testing. For illustration, the intensities of arrivals are
shown in Fig. 3.
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Fig. 4. The empirical data distribution and the exponential distribution.
Table 1 Table 2
Features used for intensity prediction. Results of statistical tests.
Feature group Feature description Test p value
Raw Number of vehicles KS 0,324
Time 7 0,059
Average speed
Maximal speed
10th speed percentile
Descriptive 25th speed percentile a manageable subset of the data 100 times, perform the tests on these
Speed median samples, and average the obtained p values. KS and y? statistics are
75th speed percentile h : s
. shown in Table 2. All statistical tests have p values above 0.05. Thus
95th speed percentile . . . s .
we conclude that the data originates from an exponential distribution.
Temperature (°C)
Air humidity (%) 3 L.
Dew point (°C) 5.3. Intensity prediction by RNN models
Meteorological

Wind speed (m/s)
Weather description
Visibility (%)

5.2. Modelling client service time

We assume that the client service time can be modelled by a station-
ary exponential distribution. In Fig. 4, the empirical data histogram is
shown along with the exponential distribution.

To test whether the vehicle service time can be modelled by an
exponential distribution, the Kolmogorov-Smirnov (KS) test and Chi-
squared (y?) test are used. These tests are suitable when the size of
data sample is small and are computationally very expensive in case
of big data. In order to overcome this problem, we randomly sample

We used four recurrent neural network architectures for predicting
the average intensity of vehicle arrivals: RNN, GRU, LSTM, and LSTM-
In (as described in Section 3.1). The number of layers and the number
of nodes per layer in each of them were varied. The number of cells
per layer was 8, 16, 32, and 64, whereas the number of layers ranged
from 1 to 3. Additionally, dropout and early stopping were applied
(20 epochs were used as early stopping patience criterion, whereas the
dropout factor was set to be 0.8). The number of epochs in training was
2000. Root mean square error (RMSE) and coefficient of determination
(R?) were used as performance metrics. The best combination of hyper-
parameters for each architecture of RNNs has been chosen on validation
set and then RNN architectures were compared on test set. A total of 96
different models have been trained, 24 for each of four architectures.
The results for all RNN architectures with tuned hyperparameters are
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Table 3

Results of intensity prediction by RNNs.
Name Layers Cells per layer Dropout RMSE R?
RNN 1 64 True 6.18 0.646
GRU 2 32 False 9,44 0.414
LSTM 3 8 True 5.317 0.681
LSTM-In 3 32 True 2.012 0.881

presented in Table 3, whereas results on validation set for each of them
are provided in the Appendix A.

It can be concluded that the layer normalization of the LSTM net-
work significantly contributes to the prediction quality. Furthermore,
from the results of validation (in the Appendix A), it can be noticed
that the networks which apply dropout regularization do not have sig-
nificantly better results compared to the other architectures. Moreover,
GRU networks showed the worst performance. LSTM-In network with
3 layers, 32 LSTM cells in a layer and dropout regularization showed
the best results on the test set. Therefore, this network has been used
for predicting the intensity of vehicle arrivals in Ogata’s algorithm, and
in DE algorithm it was used to predict expectations of the intensities of
vehicle arrivals at the toll station.

Having in mind that LSTM-In model achieved the best results in
prediction of vehicle arrival intensities, the LSTM-In model was used to
predict confidence bounds of RNN predictions as well. This model was
trained on the validation set and the hyper-parameter tuning was ap-
plied by time series rolling cross-validation with 5 splits. In Appendix A
results obtained by this cross-validation are presented. The results show
that the best performance are achieved by a network with 3 layers, 64
cells per layer, and with dropout regularization. RMSE of this network
is 0.724, and R? is 0.792.

5.4. Toll station costs and DE parameters

First we specify the parameters of the optimization problem. Based
on data gathered from public enterprise “Roads of Serbia”, the cost of
one open module at the toll station C,, (Eq. (12)) is equal to the sum
of the following costs:

* Electric energy costs C,; of toll station operation of 0.0027
EUR/min, with additional costs of heating and cooling C,_.; of
0.0013 EUR/min.

* The costs of the work force C,,, of 0.0972 EUR/min. The work-
force consists of the cost of the toll station operators and super-
visors for 9 toll ramps, each requiring 800 EUR.

+ Other costs C,,_,, of maintenance and material costs of 0.0607
EUR/min.

Therefore, the total cost of a toll ramp is C,, = Cp; +C,_; +Cppyp +Cpp_pys
i.e. 0.162 EUR/min.

The costs of waiting in queue per vehicle C
sum of the following costs:

» can be expressed as

* The cost of fuel Cy,,, for an average fuel consumption of 1.3 I/h
is 0.0325 EUR/min.

+ The cost of lost time C;, according to the gross average salary of
700 EUR per month per person in the vehicle. Based on assump-
tion that on average 1.5 persons are in the vehicle, this cost is
0.109 EUR/min.

+ Other costs of waiting C,,_,, include vehicle maintenance and
costs of potential losses induced by fatigue. These costs are as-
sumed to be 10% of the other listed costs.

Therefore, the cost of waiting is equal to C,, = Cpy + C; + Cpy_yys
i.e. 0.155 EUR/min per vehicle.

After experimenting on a small data sample, we obtained the fol-
lowing DE parameters to be used in the optimization procedure:
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“DE/rand/1/bin” strategy is used (Storn and Price, 1997).
Differential weight is F = 0.8.

Threshold is C, = 0.9.

The population size is 500 individuals.

The maximum number of generations over which the population
is evolved is 1000.

5.5. Toll station control results

We evaluate the toll station control in the following way. Using
described methodology, based on previously defined costs and DE
parameters, we obtain the control function which determines the op-
timal number of open active modules on toll station in each step over
the future time interval of 300 min. We assume that the function is
piecewise constant and that it can change its value (the number of
active modules) at regular time intervals — after a fixed time has
elapsed since the previous change. We call a function which changes
value after time ¢ a ¢ decision making strategy. We evaluate several such
strategies for diminishing values of ¢. Each such strategy is compared
in terms of total cost (or loss) L to the strategy currently used by
the company operating the highway. Moreover, real and predicted toll
station state probabilities (probabilities of a number of vehicles on toll
station) for optimized opening strategy are compared.

The Fig. 5 presents the results of experiments with 150 min decision
making strategy. It shows the real and predicted toll station state
probabilities (top), currently applied and optimized decision making
strategies (middle) and instantaneous cost which is a function inte-
grated to obtain total cost L (bottom). Firstly, it can be observed from
the top plot that although LSTM-In achieved satisfactory prediction
performance, the predicted system state probabilities (thick lines) have
higher values compared to the real state probabilities. Since the figure
shows probabilities of smaller number of vehicles in the queue, there is
obviously slight bias towards shorter queues. Secondly, in the middle
plot, the optimized strategy for opening modules in future significantly
differs from currently used strategy. Most notably, the number of
open modules is much smaller, hinting at the potential of savings in
operation costs. Finally, the total cost (area below the line) of optimized
strategy, shown in the bottom plot, is evidently smaller than that of the
currently applied strategy. Furthermore, instantaneous cost is almost
consistently lower than the cost of the currently applied strategy (with
expectation of two peaks before 200 min and after 250 min).

Similar conclusions can be made based on Fig. 6 which presents the
results for the 60 min decision making strategy. The state probabilities
of the real and the predicted system states for 60 min strategy differ less
than for the 150 min strategy. Similar conclusions can be made based on
Figs. 7 and 8 which present the results for 30 min and 20 min opening
strategy, respectively.

The results for the extreme case of 1 min decision making strategy
are presented in Fig. 9. The difference between real and predicted sys-
tem state probabilities is the lowest in this case. In practice, reasonable
time intervals for opening modules are at least 50 min.

We exploit LSTM with confidence estimates to show expectation
and samples of predicted toll station probabilities in Fig. 10 (top) for
50 min opening strategy. Moreover, currently applied and optimized
decision making strategies (middle) and cost (bottom) are presented.
The obtained results do not differ much from the values obtained by
the model without the confidence intervals.

In all figures, the peaks in the instantaneous costs can be observed
when the queue is short. These peaks are the result of the optimization
procedure. Further studies should consider ways to eliminate this peaks
by usage of dynamic programming or Pontryagin maximum principle.

In order to provide overall results, the optimization procedure is
repeated 50 times and the mean total cost for various lengths of decision
intervals is presented in Table 4. The best results were obtained in the
case when the optimal strategy is chosen at 1 min intervals, but the
realistic scenarios are the ones with decision intervals of at least 50
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Fig. 5. Results of 150 min decision making strategy. Top plot shows the dynamics of probabilities of first three system states given predicted arrival intensities (thick line) and
given real vehicle arrival intensities (slim line). Middle plot shows the number of open channels according to the optimized (black) and currently used (red) decision making
strategy. Bottom plot shows instantaneous cost over time for the optimized (black) and currently used (red) decision making strategy.
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Fig. 6. Results of 60 min decision making strategy. Top plot shows the dynamics of probabilities of first three system states given predicted arrival intensities (thick line) and
given real vehicle arrival intensities (slim line). Middle plot shows the number of open channels according to the optimized (black) and currently used (red) decision making
strategy. Bottom plot shows instantaneous cost over time for the optimized (black) and currently used (red) decision making strategy.
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given real vehicle arrival intensities (slim line). Middle plot shows the number of open channels according to the optimized (black) and currently used (red) decision making
strategy. Bottom plot shows instantaneous cost over time for the optimized (black) and currently used (red) decision making strategy.
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Table 4
Total costs for various length of decision intervals expressed in EUR/min.
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Table 5
Simulation errors.

Time of decision intervals Without confidence With confidence

estimates estimates
150 267.36 260.32
60 258.52 255.55
50 259.95 250.12
30 268.79 258.34
20 255.61 248.90
1 245.52 246.66

Current control strategy 457.56

min. Nevertheless, values of the optimized strategy do not differ much
for different decision intervals. Moreover, in all cases the total cost
of optimized strategy is much less than the cost of currently applied
strategy. It can be observed that the methodology with confidence
estimates provides slightly better results than the methodology without
them.

5.6. Validation

Results obtained by optimization are validated by a simulation
procedure based on the predicted intensities. The Ogata’s modified
thinning algorithms was used and the errors of simulation with respect
to the model obtained by optimization are computed. The errors are
expressed in terms of relative error, absolute error, and estimated error
score. The absolute error is computed as the mean of the absolute
difference between the number of simulated vehicles in the system
(K;(#)) and the numerical solution obtained from a system of differential
equations (K (?)).

N
= Y K0 - K as)
i=1

N is the number of simulations and K(¢) is the mean number of vehicles
within a single channel, determined as:

N

K= ip

i=1

(16)

Note that probabilities p; are obtained by solving the system of differ-
ential equations given by Eq. (5). The relative error is computed as:

|K; (1) — K1)

K@) an

N
L
N i=1

The errors obtained by simulating the toll station system for different
number of simulation epochs are presented in Table 5.

The dynamics of first three state probabilities is presented in Fig. 11.
It can be observed that the simulated probabilities agree with the
results obtained by the optimized model. Thus, it can be concluded that
the model appropriately describes the expectation of the true under-
lying stochastic nature of highway toll station process. The apparent
greater width of coloured lines representing simulated probabilities is
the consequence of greater variance due to the lower sample size. For
greater sample sizes (lower plots), the coloured lines appear slimmer.

6. Conclusions

We introduced a novel mathematical methodology for deciding the
optimal number of active modules on highway tolls. The methodol-
ogy is based on a combination of RNNs with queuing theory and
metaheuristic algorithms. We experimented with four different RNN
architectures for prediction of average intensity of vehicle arrivals.
Moreover, the confidence estimates of the predicted average intensity
of vehicle arrivals were modelled by another RNN in order to provide
robustness to the methodology and additional information for the user.

12

# Decision strategy [min] # of simulation samples

Absolute error

200 1000 3000 5000 10000
1 0,044 0,021 0,017 0,014 0,013
60 0,055 0,025 0,022 0,018 0,016
Relative error
1 0,237 0,142 0,119 0,108 0,095
60 0,169 0,121 0,106 0,091 0,085

The predicted intensities were used as inputs to the queuing model to
obtain a non-stationary system of differential equations. Based on this
model, differential evolution metaheuristic algorithm was applied to
minimize the total cost by determining the optimal number of open
modules on highway tolls in the future. To the best of our knowledge,
this is the first algorithm that combines deep learning and queuing
theory in a way which allows flexible modelling of intensity functions
without using complicated simulation procedures nor oversimplifica-
tions of the queuing theory differential equation models. The proposed
methodology was applied on real-world data and the obtained control
strategy for opening modules achieved significantly lower total cost
compared to the currently used control strategy. Besides the evaluation
on real data, the usefulness of the methodology was validated in
simulations using Ogata’s modified thinning algorithm.

Further studies should address extending the proposed methodology
by directly optimizing the likelihood of the underlying point process
generating vehicles arrivals by applying neural ordinary differential
equations. Moreover, present study cannot accommodate directly for
unexpected events (i.e accidents, road works) which cause substantial
delays. RNN which is predicting average vehicle intensities might learn
to predict such delays (increase in the average vehicle intensities)
through input features. However, further studies should deal specifi-
cally with this problem and try to model unexpected events explicitly
and try to combine such model with the currently used model for
predicting average vehicle intensities.
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Appendix A. Model architecture

Prediction performance results of RNN, GRU, LSTM and LSTM-In
models for different values of hyperparameters on validation set are
presented in Tables A.6, A.7, A.8, A.9, respectively. The results of
LSTM-In confidence estimate evaluation are presented in Table A.10.
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Fig. 11. Dynamics of the probabilities of first three states obtained from the system of differential equations (black lines) and estimated from simulations (coloured) based on 200

(top), 3000 (middle) and 10000 (bottom) samples.

Table A.6
Prediction performance of the RNN on validation set.

R? score with dropout regularization

R? without dropout regularization

# Layers # cells by layer # cells by layer

8 16 32 64 8 16 32 64
1 0.484 0.453 0.555 0.648 0.328 0.382 0.523 0.551
2 0.446 0.501 0.385 0.383 0.596 —-0.389 0.427 0.544
3 0.382 0.275 0.28 —-0.193 0.626 —-0.151 0.239 0.133
RMSE with dropout regularization RMSE without dropout regularization
# Layers # cells by layer # cells by layer

8 16 32 64 8 16 32 64
1 9.017 9.563 7.779 6.19 11.743 10.794 8.333 7.843
2 9.691 8.729 10.743 10.79 7.051 24.306 10.009 7.962
3 10.8 12.679 17.003 38.363 6.541 20.119 13.307 15.161

Table A.7
Prediction performance of the GRU on validation set.

R? score with dropout regularization R? without dropout regularization
# Layers # cells by layer # cells by layer

8 16 32 64 8 16 32 64
1 0.594 0.644 0.413 0.212 —0.534 —-2.423 —-5.596 —0.584
2 0.084 —-8.209 -14.333 —-1.254 —-7.663 0.157 —0.288 0.418
3 0.213 0.142 -3.623 0.231 -1.248 0.324 0.147 0.212
RMSE with dropout regularization RMSE without dropout regularization
# Layers # cells by layer # cells by layer

8 16 32 64 8 16 32 32
1 6.752 5.923 9.475 12.342 25.577 57.077 110.002 21.999
2 15.263 153.531 255.652 65.232 29.395 14.049 21.481 9.489
3 12.587 10.325 72.244 12.674 17.325 9.876 10.021 12.122
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Table A.8
Prediction performance of the LSTM on validation set.
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R? score with dropout regularization

R? without dropout regularization

# Layers # cells by layer # cells by layer
8 16 32 64 8 16 32 64
1 —0.095 -0.1 —-0.377 —4.205 0.14 —-0.319 —-4.361 -1.031
2 0.267 0.218 -1.97 —2.253 —-0.936 0.071 0.516 -2.278
3 0.683 0.633 0.391 0.483 0.632 0.578 0.619 —0.004
RMSE with dropout regularization RMSE without dropout regularization
# Layers # cells by layer # cells by layer
8 16 32 64 8 16 32 64
1 18.264 18.353 79.58 86.784 14.331 21.991 89.377 188.64
2 12.222 13.024 49.628 17.048 32.284 15.486 8.058 54.657
3 5.320 6.108 10.142 8.613 6.124 7.032 6.347 16.747
Table A.9
Prediction performance of the LSTM-In on validation set.
R? score with dropout regularization R? without dropout regularization
# Layers # cells by layer # cells by layer
8 16 32 64 8 16 32 64
1 0.726 0.703 0.624 0.692 0.679 0.517 0.431 0.77
2 0.812 0.834 0.803 0.817 0.855 0.803 0.868 0.856
3 0.781 0.772 0.879 0.653 0.824 0.849 0.843 0.849
RMSE with dropout regularization RMSE without dropout regularization
# Layers # cells by layer # cells by layer
8 16 32 64 8 16 32 64
1 4.558 4.942 6.253 5.125 5.348 8.04 9.481 3.822
2 3.119 2.761 3.27 3.044 2.408 3.27 2.194 2.391
3 3.698 3.797 2.015 5.784 2.931 2.515 2.609 2.503
Table A.10
Prediction performance of the LSTM-In confidence estimate on validation set.
R? score with dropout reg. R? without dropout reg.
# Layers # cells by layer # cells by layer
8 16 32 64 8 16 32 64
1 0.714 0.729 0.642 0.659 0.594 0.550 0.608 0.634
2 0.635 0.773 0.750 0.762 0.642 0.432 0.596 0.594
3 0.634 0.791 0.674 0.792 0.684 0.651 0.619 0.675
RMSE with dropout regularization RMSE without dropout regularization
# Layers # cells by layer # cells by layer
8 16 32 64 8 16 32 64
1 0.870 0.854 0.739 0.821 0.892 0.944 0.877 0.849
2 0.816 0.806 0.742 0.777 0.840 1.020 0.893 0.892
3 0.847 0.785 0.802 0.724 0.792 0.829 0.865 0.802
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