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Public health researchers
are addressing new research
questions (e.g., effects of en-
vironmental tobacco smoke,
Hurricane Katrina) for which
the randomized controlled
trial (RCT) may not be a feasi-
ble option. 

Drawing on the potential
outcomes framework (Rubin
Causal Model) and Campbel-
lian perspectives, we consider
alternative research designs
that permit relatively strong
causal inferences. In random-
ized encouragement designs,
participants are randomly in-
vited to participate in one of
the treatment conditions, but
are allowed to decide whether
to receive treatment. 

In quantitative assignment
designs, treatment is assigned
on the basis of a quantitative
measure (e.g., need, merit,
risk). In observational studies,
treatment assignment is un-
known and presumed to be
nonrandom. Major threats to
the validity of each design and
statistical strategies for miti-
gating those threats are pre-
sented. (Am J Public Health.
2008;98:1359–1366. doi:10.
2105/AJPH.2007.124446)

Far better an approximate answer to the

right question, which is often vague, than

an exact answer to the wrong question,

which can always be made precise.

—John Tukey1

THE RANDOMIZED CONTROLLED
trial (RCT) has long been the
gold standard for clinical re-
search, representing the best
way to determine efficacy and
effectiveness for many interven-
tion and prevention programs.
However, public health research-
ers are increasingly addressing
questions for which the RCT
may not be a practical (or ethi-
cal) option or for which the RCT
can be complemented by alter-
native designs that enhance gen-
eralization to participants and
contexts of interest.

When structural or policy in-
terventions are being examined,
practical problems in conducting
RCTs may arise2—for example, re-
search participants may not want
to be randomized, randomization

may not be feasible or not ac-
cepted in the research context, or
only atypical participants may be
willing to be randomized. Such
problems might be a concern in
studies of the effects of environ-
mental tobacco smoke on non-
smokers or of the effects of the
severe disruption of Gulf Coast
communities by Hurricane Kat-
rina on HIV risk behaviors and
medical care. Only atypical par-
ticipants may agree to participate
in the evaluation of a faith-based
intervention. Highly religious
participants may refuse to be
assigned to a non–faith-based
treatment group, whereas non-
religious participants may refuse
or be unable to participate sin-
cerely in a faith-based group.
Randomization may be precluded
if the religious organization im-
plementing the intervention
strongly believes that all people
desiring the faith-based interven-
tion should receive it. With one
exception, our focus is on designs

in which participants are assigned
to treatment or control conditions.
Parallel designs exist in which set-
tings, time, or even dependent mea-
sures are the unit of assignment.3

THE RANDOMIZED
CONTROLLED TRIAL

The RCT has its origins in the
pioneering work of the English sci-
entist and statistician Sir Ronald
Fisher4 in agriculture during the
1920s and 1930s. Fisher’s key in-
sight was that random assignment
of units to treatment conditions
leads to 2 related expectations:
(1) the mean level for each of the
treatment conditions is equal, on
average, on any conceivable par-
ticipant background variable prior
to the beginning of the experi-
ment; and (2) treatment assign-
ment is, on average, unrelated to
any conceivable participant back-
ground variable.

In the context of Fisher’s agri-
cultural studies, these expectations
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guaranteed that the design would
provide an unbiased estimate of
the true causal effect. However,
other features of the public
health context require addi-
tional assumptions when tradi-
tional RCTs are utilized.5 Unlike
the corn plants in Fisher’s agri-
cultural studies, people can seek
out alternative treatments or re-
fuse treatments (nonadherence to
treatment). People can refuse to
be measured or migrate to an-
other locale (attrition). Important
advances addressing the chal-
lenges of nonadherence, attri-
tion, and their combination have
been made during the last half
century. Advances in alternative
designs and statistical analyses
have also occurred.6–11 Two per-
spectives have guided this work.

TW0 PERSPECTIVES ON
STRENGTHENING CAUSAL
INFERENCE

Potential Outcomes
Perspective

The potential outcomes per-
spective was originally introduced
by Neyman12 and developed by
Rubin et al.5,13,14 It takes as its
starting point a comparison of an
individual unit’s outcome when
the treatment is applied, Yt(u),
versus the same unit’s outcome
when the alternative (or control)
treatment is applied, Yc(u). The
causal effect is defined as

(1) Yt(u)−Yc(u),

where Yt(u) represents the re-
sponse of unit u to treatment t,
and Yc(u) represents the response
of the same unit u to the control
treatment c at the identical time
and in the identical setting. Theo-
retically, comparison of these 2
outcomes provides the ideal de-
sign for causal inference. Unfortu-
nately, this ideal can never be
achieved in practice. Additional

assumptions are required depend-
ing on the choice of alternative to
the ideal design. For the RCT, the
additional assumptions required
are (1) the units are independent,
(2) participants actually received
the treatment as intended (e.g.,
complete treatment adherence),
(3) attrition from posttest mea-
surement did not occur, and
(4) the existence of other treat-
ment conditions did not affect the
participant’s outcome.5 If these as-
sumptions of the RCT are met,
strong inferences can be drawn
about the average causal effect of
treatment t relative to treatment c
on the outcome. However, these
assumptions are often not met.
For example, in RCTs of mam-
mography screening, one third
of participants in the treatment
group have refused screening and
many participants in the control
group have obtained screening
outside the trial.15

Campbellian Perspective
Campbell et al. have devel-

oped a practical theory of causal
inference that follows the logic
and strategies of the working
scientist.16,17 Researchers need to
identify plausible threats to the
validity of the causal inference
based on design considerations
and prior empirical research.
Then they need to rule out the
possibility that any of those
threats are responsible for the
observed effect. If the initially
proposed design does not rule
out important plausible threats
to causal inference, enhance-
ments to the design are intro-
duced that address the identified
threats. Through a process of
continued critical evaluation and
additional research, plausible
threats to validity can be identi-
fied and eliminated, yielding im-
proved estimates of the causal
effect.

Although Campbell et al. dis-
cussed 4 types of threats to valid-
ity, space limitations restrict our
discussion to 2 types. Threats to
internal validity are confounding
factors that may potentially pro-
duce the observed results. These
threats include factors that may
lead to changes between baseline
and posttest (e.g., differential his-
tory, maturation) and factors that
may lead to differences between
the treatment and control groups
(e.g., differential selection, differ-
ential attrition) in the absence of
a treatment effect. Threats to ex-
ternal validity limit the potential
generalization of the results, an
important consideration given
the increasing emphasis on the
translation of research results in
public health into practice.

ALTERNATIVE DESIGNS
FOR STRENGTHENING
CAUSAL INFERENCE

Randomized Encouragement
Designs

Trial participants are expected
to adhere to their treatment as-
signments in classic RCTs. They
may be given strong incentives
that are outside usual practice to
ensure adherence with the full
protocol. Alternatively, partici-
pants may be randomly assigned
to an opportunity or an encour-
agement to receive a specific
treatment, but allowed to choose
whether to receive the treatment.
This variation from the classic
RCT model is useful for interven-
tions for which it is impractical or
unethical to require adherence or
in which the necessary incentives
would be unrealistic, thus pre-
cluding generalization to practice.

For example, this design was
used by Vinokur et al.18 to study
the impact of a job seeking skills
program (JOBS) on depression in
participants. This study recruited

eligible participants (e.g., laid off
and seeking a new job) at unem-
ployment offices. All partici-
pants received a brief booklet
describing job search methods.
Participants were randomly as-
signed (stratified by baseline risk)
to receive or not receive an invi-
tation to participate in the JOBS
program, a 20-hour group train-
ing program that emphasized
learning and practicing job
seeking skills, inoculation
against setbacks, and social sup-
port. Of invited participants,
54% attended the program. At-
tempts were made to measure
all participants on depression 6
months after baseline measure-
ment (87% response rate).

Intention to treat analyses can
be applied to randomized en-
couragement designs to assess
the impact of treatment assign-
ment (the offer of or encourage-
ment to participate in the pro-
gram) on participant outcome
(depression). To the extent that
missing data are negligible, the
estimated effects are unbiased.
Under the assumption of the ex-
clusion restriction (the impact
of treatment assignment is medi-
ated entirely through the receipt
of treatment), instrumental vari-
ables analysis6 provides an unbi-
ased estimate of the more in-
formative complier average
causal effect—the effect of the re-
ceipt of treatment (JOBS atten-
dance) averaged across adherers
who are expected to adopt the
treatment if assigned to the treat-
ment group. Little and Yau8 com-
pared the subgroup of partici-
pants who adhered to treatment
in the JOBS program with the
subgroup of individuals in the
control group who would be ex-
pected to adhere to the treatment
if invited to participate in the
JOBS program. The JOBS pro-
gram led to decreased depression
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Note. All children whose family income was below the threshold, here $20 000 (dotted line), received the treatment program (school lunch
program); all children whose family income was above the threshold did not receive the program. The difference in level between the regression
lines for the program and no program groups at the threshold represents the treatment effect.

FIGURE 1—Illustration of regression discontinuity design.

for high-risk participants who
would adhere to treatment. The
combination of randomization
and the assumption of the exclu-
sion restriction provided a strong
basis for the unbiased estimate
of the average effect of the JOBS
program and proper standard er-
rors for treatment adherers in a
community population. More-
complete discussions of random-
ized encouragement designs are
available.19,20

Nonrandom Quantitative
Assignment of Treatment

In quantitative assignment de-
signs, participants are assigned to
treatment groups on the basis of
a quantitative measure, often a
measure of need, merit, or
risk.17,21–24 For example, school
lunch programs in the United
States are assigned to children
whose household income falls
below a prespecified threshold re-
lated to need (e.g., poverty line).
Causal inference is based on mod-
eling the functional relationship
between the known quantitative
assignment variable (household
income) and the outcome variable
(e.g., health, school achievement),
estimated separately for the
treated group that falls below the
threshold and the control group
that falls above the threshold.
Because the assignment variable
fully determines treatment assign-
ment, proper adjustment for the
assignment variable permits the
inference of a treatment effect
for the school lunch program if
there is a discontinuity at the
threshold where the treatment is
introduced (Figure 1).

As part of the launch of the
Head Start program in 1965,
US counties with a poverty rate
above 59.2% (the 300 poorest
in the country) received technical
assistance in writing Head Start
proposals. A very high proportion

(80%) of the poorest counties
received Head Start funding, ap-
proximately double the funding
rate of counties that were slightly
better off economically
(49.2%–59.2% poverty rates)
that did not receive technical as-
sistance. The original Head Start
program provided basic health
services (e.g., nutrition, immu-
nization, screening) to children
in addition to its educational
component. Using a regression
discontinuity design, Ludwig
and Miller25 found results that
demonstrated the introduction
of Head Start had led to sub-
stantially lower mortality rates
in children aged 5 to 9 years
from diseases addressed by the
program (e.g., measles, anemia,
diabetes).

Quantitative assignment de-
signs can be applied to units at
various levels such as individuals,

community health clinics, neigh-
borhoods, or counties. These de-
signs offer an important alterna-
tive to classic RCTs in situations
in which randomization is im-
practical or unethical. Many im-
portant public health communi-
ties might be resistant to RCTs,
in which case quantitative assign-
ment designs might be more ac-
ceptable. In addition, the RCT
might be unethical when there
are doubts about equipoise.
Quantitative assignment designs
that utilize a clinically meaning-
ful assignment variable (e.g., risk
level) might provide a stronger
ethical basis for such studies.
Quantitative assignment designs
can also be implemented based
on time (interrupted time series)
or settings (e.g., measured risk of
neighborhoods).3

For example, Khuder et al.26

analyzed 6 years of monthly data

on hospital admissions in 2 cities
for coronary heart disease and
for other diseases unrelated to
smoking. In one city, a public
ban on indoor smoking was im-
plemented after the third year
of data collection. Khuder et al.
showed that hospital admissions
for coronary heart disease (but
not other diseases) declined fol-
lowing the introduction of the
smoking ban. By contrast, no
change in hospital admissions
for either coronary heart disease
or other diseases was observed
in the comparison city, which
did not institute a smoking ban.
Any alternative explanation of
these results must clearly ac-
count for why the change oc-
curred at the point at which the
smoking ban was introduced
only in the treatment city and
only on the outcome related to
smoking.17
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One primary weakness of
quantitative assignment designs
is that the functional form of the
relationship between the assign-
ment variable and response vari-
able is usually unknown. With
unknown functional forms, bias
might be introduced if the func-
tional relationship is misspecified
(e.g., assuming a linear func-
tional form when the true func-
tional form is curvilinear). In
smaller samples, separate non-
parametric smooths (e.g., lowess)
of the data for the participants
who receive the treatment and
control conditions provide some
information about functional
form. In large samples, this bias
can be minimized by using non-
parametric regression methods
to estimate the functional rela-
tionship. In the regression dis-
continuity design, the assignment
threshold can sometimes be
modified in subsequent studies
(e.g., some states have different
incomes necessary for treatment
receipt) to further strengthen
causal inference. In the time se-
ries design, cities that introduce
the intervention at different time
points can be compared.17,27

Observational Studies
In observational studies, par-

ticipants in preexisting or con-
structed groups receive various
treatment conditions, often
through voluntary selection.28,29

The selection of participants into
each treatment condition may
be associated with confounding
factors, resulting in bias that
might occur in naive statistical
analyses. However, advances in
methodology have provided a
much stronger toolkit for obser-
vational studies. We discuss 2
general approaches below.

First, within the potential out-
comes perspective, an important
focus has been on the development

of matched sampling strategies
and analyses.30,31 Among the
most developed strategies are
causal inference methods based
on propensity scores.29,32 Propen-
sity scores represent the predicted
probability that a participant will
receive the treatment given his or
her baseline measurements, esti-
mated using either logistic regres-
sion to predict treatment status, or
more-complex functional forms
such as regression tree models.33

If the researcher can accurately
construct propensity scores that
balance the treatment and control
participants on all potentially rele-
vant baseline variables, the differ-
ence between the response in the
treatment condition and the con-
trol condition (conditioned on the
propensity scores) will represent
the causal effect. In essence, con-
ditioning on the basis of the
propensity scores attempts to cre-
ate homogeneous units whose re-
sponses in the treatment and con-
trol groups can be directly
compared.

The propensity scores method
can only mitigate overt selection
bias attributed to those baseline
characteristics that have been ac-
curately measured.29 The ade-
quacy of the comparison depends
strongly on baseline assessment of
the full set of variables believed to
be potentially related to treatment
selection and outcome. Assess-
ment of a few convenient baseline
variables (e.g., demographics) is
unlikely to substantially mitigate
selection bias.

Haviland et al.34 studied the
effect of gang membership on
violent delinquency, an impor-
tant question for which an RCT
was not feasible. They conducted
a longitudinal study of boys liv-
ing in lower socioeconomic areas
of Montreal, Quebec, and identi-
fied boys who were not members
of any gang prior to age 14 years.

Based on the boys’ behaviors
between the ages of 11 and 13
years, they identified groups with
a history of low violence, declin-
ing violence, and chronic high
violence. Within each of these
groups, they measured a large
number of baseline covariates
known to be related to gang
membership and violence.
Propensity to join a gang at age
14 years was estimated sepa-
rately within each violence his-
tory group from the baseline co-
variates, with the result that boys
who did and did not join gangs
at age 14 years could be closely
matched within both the low
and declining violence groups,
but not the chronic high violence
group. This finding illustrates that
the propensity scores method
often appropriately limits general-
ization of the causal effect by re-
stricting comparisons to only the
range of propensity scores within
which adequate comparisons can
be constructed. In the low and
declining groups, joining a gang
at age 14 years increased violent
delinquent acts.

Haviland et al. also performed
a sensitivity analysis that investi-
gated how large hidden bias
would need to be before the
treatment effect was no longer
statistically significant. They
found that even if hidden vari-
ables existed that led to a 50%
increase in the odds of joining a
gang, a significant treatment ef-
fect would still exist. Such causal
sensitivity analysis against hidden
bias can be used to bracket the
plausible range of the magnitude
of the causal effect.29,35 Alterna-
tively, hidden bias caused by un-
observed confounding factors can
sometimes be mitigated using in-
strumental variables analysis.36,37

Second, within the Campbel-
lian framework, design elements
are added that address likely

threats to internal validity.17,38

These design elements include
strategies such as matching and
stratifying, use of pretests on
multiple occasions to estimate
preexisting trends, use of multi-
ple control groups with differ-
ent strengths and weaknesses to
bracket the effect, and the use
of nonequivalent dependent
measures that are expected to
be affected by the threat but
not by the treatment (see also
Rosenbaum29,39). Reynolds and
West40 provide an illustration
of the use of several of these
strategies in an observational
study designed to evaluate the
effectiveness of a program to
increase the sales of state lot-
tery tickets in convenience
stores. The store managers re-
fused randomization. Those
stores that agreed to implement
the program were matched with
other stores in the same chain
on baseline sales volume and
geographical location. Increases
in sales were observed in (1)
the treatment but not the con-
trol group; (2) within the treat-
ment group, for lottery ticket
sales, but not other sales cate-
gories; and (3) in the weeks fol-
lowing the introduction of the
intervention, but not before
(Figure 2). Taken together, in-
clusion of these additional de-
sign elements made it extremely
difficult to identify any poten-
tial confounding factors that
might be responsible for the
observed pattern of results. In
the Campbellian framework,
strong priority is given to design
enhancements over statistical
corrections with their associated
assumptions.38

CONCLUSION

The RCT is the gold standard
among research designs. It has
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Note. In panel a, treatment and control stores were selected from the same chain, were in the same geographical location, and were
comparable in sales during baseline (lottery game 10). Introduction of the treatment at the beginning of lottery game 11 yielded an increase in
sales only in the treatment stores. In panel b, within the treatment stores, sales of lottery tickets increased substantially following the
introduction of treatment. Sales of other major categories (gasoline, cigarettes, nontaxable groceries, and taxable groceries that would be
expected to be affected by confounding factors, but not treatment) did not show appreciable change. In panel c, treatment and control stores’
sales show comparable trends in sales during the 4 weeks prior to and 4 weeks following the introduction of the treatment. The level of sales in
the treatment and control stores is similar prior to the introduction of treatment but differ substantially beginning immediately after treatment
is introduced.
Source. Adapted from Reynolds and West.40

FIGURE 2—Design elements that strengthen causal inferences in observational studies: matching (a),
nonequivalent dependent variables (b), and repeated pre- and posttest measurement (c).

the highest internal validity
because it requires the fewest
assumptions to attain unbi-
ased estimates of treatment ef-
fects. Given identical sample
sizes, the RCT also typically
surpasses all other designs in
terms of its statistical power
to detect the predicted effect.
Nonetheless, even with the
best planning, the RCT is not
immune to problems common
in community trials. These
threats potentially weaken the
causal inferences.

When RCTs cannot be imple-
mented in settings or with partici-
pants of interest, it is far better to
use a strong alternative design
than to change the treatment (e.g.,
using an analog rather than an
actual faith-based treatment) or
study population (e.g., using only
participants indifferent to the
treatment choice) so that an RCT
may be implemented. Such
changes may severely limit the
external validity of the findings,
potentially distorting the inference
about the causal effect for the

specific population, treatment, and
setting of interest. Even when
RCTs can be implemented, alter-
native designs can be valuable
complements that broaden the
generalizations of RCTs in multi-
study programs of research.

The alternative design and
statistical approaches permit rela-
tively strong causal inference in
the RCT when common problems
such as treatment nonadherence
and participant attrition occur
and in alternative designs when
randomization is not possible.

Researchers need to give careful
attention to the additional as-
sumptions required by these ap-
proaches. Table 1 lists each of
the designs considered in this
article. The first section lists the
basic assumptions and internal
validity threats of the RCT, to-
gether with design and statistical
approaches for addressing these
issues. Each subsequent section
lists key assumptions and threats
to internal validity in addition to
those of the RCT, together with
design and statistical approaches
for addressing these issues.

To illustrate, the key additional
threat in the regression disconti-
nuity design is misspecification of
the functional form of the rela-
tionship between the assignment
and outcome variables (typically
assumed to be linear). Statisti-
cally, nonparametric regression
in large samples and sensitivity
analyses in small samples that
probe the extent of misspecifica-
tion necessary to undermine
the observed treatment effect
can help bracket the possible
range of the effect size. Adding
the design feature of a nonequiv-
alent dependent variable that is
expected to be affected by im-
portant confounders, but not by
the treatment, can help rule out
many of the threats to internal
validity. In general, the causal ef-
fect estimated from the alterna-
tive designs and analyses is likely
to be associated with more un-
certainty than those from the
ideal RCT in which no attrition
or treatment nonadherence has
occurred. Confidence intervals
that provide a range of plausible
effect sizes caused by sampling
fluctuations should be supple-
mented with estimated brackets
on effect sizes that indicate how
large or small the effect might
plausibly be if key assumptions
are not met.3,17 Remaining
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TABLE 1—Key Assumptions or Threats to Internal Validity and Example Remedies for Randomized Control Trials and Alternatives

Approaches to Mitigating the Threat to Interval Validity

Assumption or Threat to Internal Validity Design Approach Statistical Approach

Randomized controlled experiment

Independent units Temporal or geographical isolation of units Multilevel analysis (other statistical adjustment for clustering)

Full treatment adherence Incentives for adherence Instrumental variable analysis (assume exclusion restriction)

No attrition Sample retention procedures Missing data analysis (assume data missing at random)

Other treatment conditions do not affect Temporal or geographical isolation of treatment groups Statistical adjustment for measured exposure to other treatments

participant’s outcome (SUTVA)

Randomized encouragement design

Exclusion restriction No design approach yet available Sensitivity analysis

Regression discontinuity design

Functional form of relationship between Replication with different threshold; nonequivalent dependent variable Nonparametric regression; sensitivity analysis

assignment variable and outcome is 

properly specified

Interrupted time series analysis

Functional form of the relationship for the Nonequivalent control series in which intervention is not introduced; Diagnostic plots (autocorrelogram; spectral density); sensitivity 

time series is properly specified; another switching replication in which intervention is introduced at analysis

historical event, a change in population another time point; nonequivalent dependent measure

(selection), or a change in measures 

coincides with the introduction of the 

intervention.

Observational study

Measured baseline variables equated; Multiple control groups; nonequivalent dependent measures; Propensity score analysis; sensitivity analysis; subgroup analysis; 

unmeasured baseline variables equated; additional pre- and postintervention measurements correction for measurement error

differential maturation; baseline variables 

reliably measured

Note. SUTVA = stable unit treatment value assumption. The list of assumptions and threats to internal validity identifies issues that commonly occur in each of the designs. The alternative designs
may be subject to each of the issues listed for the randomized controlled trial in addition to the issues listed for the specific design. The examples of statistical and design approaches for
mitigating the threat to internal validity illustrate some commonly used approaches and are not exhaustive. For the observational study design, the potential outcomes and Campbellian frameworks
study differ so that the statistical and design approaches do not map 1-to-1 onto the assumptions or threats to internal validity that are listed. More in-depth descriptions can be found in Shadish
et al.17 and West et al.22

uncertainty about the causal ef-
fect can often be reduced by
adding design features that help
rule out the possibility that other
unobserved confounders are pro-
ducing the observed effect.

We have touched only briefly
on the matter of external validity.
Generalization of findings should
not be assumed; features to en-
hance generalization need to be
built into the design.17 Some RCTs
have features that decrease the
generalizability of their results to
the actual treatments, settings,
and populations of interest.22 This
may limit the ability of public
health research to provide informa-
tion about the actual effectiveness

of interventions to alleviate health
problems. People can have prefer-
ences and capacities that interact
with treatment effects. Important
contextual variables can influence
intervention effects as well as par-
ticipant self-selection and attrition.
Regardless of the design chosen,
features that maximize external
validity should be incorporated
into the design. Shadish et al.17

present procedures for doing
this in both single and multiple
studies.

Our opening quotation from
John Tukey reminds us that the
public health significance of the
research question should be para-
mount in the design of research.

Important questions should not
be ignored if they cannot be fit-
ted into the framework of an
RCT. Rather, the strongest possi-
ble design that can feasibly be
implemented should be chosen,
whether an RCT or an alternative
design. Whatever design is cho-
sen, careful attention must be
given to the viability of the as-
sumptions of the design, adding
design and analysis features to
address plausible threats to inter-
nal and external validity. 

In addition, the evaluation of
important interventions is rarely
limited to single studies but
rather is based on the accumu-
lated body of research. The use

of systematic reporting frame-
works, such as CONSORT41 for
RCTs and TREND42 for non-
randomized studies, may encour-
age more in-depth appraisal of re-
search designs both during the
planning of the study and the
evaluation of its results. Scientific
progress in public health will be
facilitated by asking the right
questions, choosing the strongest
feasible design that can answer
those questions for the popula-
tion of interest, and probing the
assumptions underlying the de-
sign and analysis choices through
the addition of carefully chosen
design features and supplemental
statistical analyses.
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