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ABSTRACT Artificial intelligence is changing the world, especially the interaction between machines
and humans. Learning and interpreting natural languages and responding have paved the way for many
technologies and applications. The amalgam of machine learning, deep learning, and natural language
processing helped Conversational Artificial Intelligence (AI) to change the face of Human-Computer
Interaction (HCI). A conversational agent is an excellent example of conversational Al, which imitates the
natural language. This article presents a sweeping overview of conversational agents that includes different
techniques such as pattern-based, machine learning, and deep learning used to implement conversational
agents. It also discusses the panorama of different tasks in conversational agents. This study also focuses on
how conversational agents can simulate human behavior by adding emotions, sentiments, and affect to the
context. With the advancements in recent trends and the rise in deep learning models, the authors review the
deep learning techniques and various publicly available datasets used in conversational agents. This article
unearths the research gaps in conversational agents and gives insights into future directions.

INDEX TERMS Artificial intelligence, machine learning, natural language processing, affective computing,
mood or core affect, sentiment analysis, emotion theory, emotion in human-computer interaction, emotional
corpora, intelligent agents, semantics, syntax, feature extraction, text processing.

I. INTRODUCTION have remained the center of the Al revolution in the past few

Today everything we have in our society is the result of
intelligence; therefore, supplementing our human intellect
with artificial intelligence has the potential to help soci-
ety thrive like never before - as long as we can make
the technology helpful. Healthcare, manufacturing, customer
services, e-commerce, education, media, from every facet,
it has transformed human life. One of the important branches
of artificial intelligence is conversational Al which makes
machines capable of understanding, processing, and respond-
ing to humans in natural language. Conversational agents
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years, powered by Natural Language Processing (NLP) and
Machine Learning (ML) technologies.

A conversational agent [1] is an Artificial Intelligence (AI)
program that originated to imitate human conversations using
spoken or written natural language over the Internet. Many
alternative terms are used for conversational agents. Ear-
lier, dialogue system, this term was popular. But nowadays,
chatbots, smart bots, intelligent agents, intelligent virtual
assistants/agents, interactive agents, digital assistants, and
relational agents are used alternatively in research articles
[1], [2]. Conversational agents are the practical implementa-
tion of Al technology in industries or businesses. Conversa-
tional agents can be seen being used in various applications
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executing plenty of interesting tasks. In businesses [2] for
marketing and customer support, in healthcare [3] as a per-
sonal assistant, in education [4] as a personal tutor, and in
entertainment [5] for assisting players in digital games. Over
the course of a few years, conversational agents have been
in demand due to their distinctive characteristics. Conver-
sational agents have simple interfaces, are available 24/7,
provide prompt responses, are omnichannel, and have the
ability to engage in conversations like humans.

Similarly, conversational agents can do the equivalent work
of hundreds of humans and thus save operational costs for
organizations. Also, conversational agents can talk to people,
other AI systems, and things on the Internet due to IoT
capabilities [6]. Conversational agents have a considerable
impact on the market and industries in terms of businesses
and consumers. According to industry experts [7], by 2024,
the conversational agents’ market will grow to 14 billion
dollars. As a result, more and more organizations are moving
towards conversational agents for better customer satisfaction
and retention.

Inputs to conversational agents can be delivered in a variety
of methods, including gestures (visual cues), speech (spoken
cues), and natural written language (linguistic cues). But nat-
ural written language has remained unfocused in the research.
It has been explored that natural written language commu-
nication has distinctive traits that have aptness to convey
emotions, mood, and tone of a person in communication. Ear-
lier conversational agents based on natural written language
communication were keyword-based or pattern-based, where
a question from a user was matched with a set of answers in
a database, and the answer was returned as a response to the
user. Advancements in technology have bridged the commu-
nication gap between human and machine interaction. This
research in the field of conversational agents has remained
significant for years, yet conversations with conversational
agents upraise issues that are beyond current technologi-
cal limitations. Current conversational agents are lagging in
meeting users’ expectations in terms of not being able to hold
the conversations for a longer time [8]. One of the major
downsides is that they are less context-aware [9]. Most con-
versational agents use keyword-based/ pattern-based meth-
ods [1], responding with specific answers. Conversational
agents cannot understand users’ emotions and sentiments [9].
So they cannot understand the mood or tone of the user [9].
One more drawback of current conversational agents is that
they converse only with language (text), whereas humans
communicate with different modalities or senses [10]. Fig-
ure 1 shows an overview of the current state of conversa-
tional agents. As per ongoing trends in customer services in
different domains such as businesses, conversational agents
should simulate human conversational characteristics and
behavior. Conversational agents must have human conver-
sational abilities [11] like syntactically correct, empathetic,
and knowledgeable, i.e., a conversational agent should be
context-aware. To make conversational agents show charac-
teristics of human conversations, conversational agents need
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to understand a user’s feelings, context, and mood, gener-
ate intelligible and engaging responses in conversations and
respond with personalization with sentimental and emotional
analysis. All these characteristics of human conversations in
conversational agents can be accomplished to some extent
with the help of advanced natural language processing and
machine learning systems. Implementation, flexibility in var-
ious application domains and capability to mimic natural
conversation to some extent have been accomplished with the
help of advanced natural language processing and machine
learning systems. But machine learning approaches have
drawbacks like learning from human-labeled data that is time-
consuming and dependent on human efficiency.

To summarize, this paper makes a number of significant
contributions as follows:

1) Illustrate the basic working architecture of recent con-
versational agents.

2) Literature review of implementation methods used in
different components of conversational agents.

3) It focuses on surveying the current practices of deep
learning architectures in conversational agents.

4) Brief overview of datasets utilized in conversational
agents.

5) Present identified research gaps and highlight future
directions.

The rest of this article is organized as follows.
Section 2 provides background knowledge in terms of the
working of conversational agents. Section 3 discusses the
literature review. Section 4 describes the comparative study
of different deep learning techniques used in conversational
agents and a brief overview of major datasets used in con-
versational agents’ research works. The research gaps with
future directions are discussed in Section 5. And paper is
concluded in section 6.

Il. BACKGROUND - WORKING OF CONVERSATIONAL
AGENTS

Conversational agents appear to work simply at first glance
when a user interacts with them and receives a suitable
response. However, various technologies are at work behind
the scenes to ensure smooth interaction. Natural Language
Understanding (NLU unit) and Natural language Generation
(NLG unit) are the major components of conversational agent
architecture [12]. Figure 2 illustrates the architecture of con-
versational agents.

A. NATURAL LANGUAGE UNDERSTANDING

Natural Language Understanding is the key component where
natural language processing and understanding user requests
are done [13]. User query/message will be provided to the
natural language processing unit as input. This unit’s job is to
prepare and clean the input text data, which includes text pre-
processing steps [14]. These steps are important to interpret
grammar and break down an input request into words and
sentences, making it easier for a conversational agent to
understand. Then cleaned input text is converted into feature
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FIGURE 1. Overview of the current state of conversational agents.

vectors or word embeddings. Each word is represented by
an N-dimensional integer. Natural language understanding
transforms an unstructured input text from the user to produce
a semantic representation by extracting the intent, entities,
and cognitive information as shown in figure 2. In Intent
identification, the task of correctly identifying the intent or
purpose behind the user request is done. A supervised intent
classification model can be trained on a variety of sentences
as input and intents as a target in intent identification. So,
the outcome of this task will be intent. The entity recognition
task. identifies and separates discrete pieces of information
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into different pre-determined groups such as people, organi-
zations, etc., from input text. The outcome of this task is rec-
ognized entities. In cognitive understanding, certain subtasks
are performed, such as sentiment analysis, emotion detection,
and checking spellings. Cognitive understanding will help
conversational agents analyze the user’s sense, tone, or mood
of the input text to improve response generation accuracy.
The outcome of NLU will be the semantic representation
of context information by combining intent, entities, and
cognitive information into a structured input. This context
information of the user message will be the current state
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of the conversation and will be provided to the response
generation unit and stored in the database for future reference.
Fig. 2 shows the working of conversational agents.

B. NATURAL LANGUAGE GENERATION

NLG receives the semantic representation in the form of
context from the natural language understanding unit and
generates a matching textual response [13]. The goal of the
Natural language generation unit is to produce natural lan-
guage sentences given a semantic. Natural language gener-
ation handles the actual context of user conversation. After
understanding user requests, it must decide on its own set
of actions to effectively continue the conversation. However,
it is possible that the agent does not have all of the knowl-
edge necessary to make decisions on the next steps. Based
on this, Natural language generation maintains the states
of previous conversations in the database, such as history,
session information, user information, etc. And depending
upon the state, it decides the next action. This unit helps pass
the results and current state to the user in an understandable
format. Natural language generation converts structured data
into user-understandable representation. In language genera-
tion, retrieval-based and generative-based methods are used.
Using specified templates, a retrieval-based approach maps
a non-linguistic structured input question straight to natural
language representation. Other hand, generative methods can
generate new dialogues based on large amounts of conver-
sational training data. Then this generated reply from the
response generator will be stored again in the database as
history and returned as a reply to the user.
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Ill. RELATED WORK - LITERATURE REVIEW

On the topic of conversational agents’ inconsiderable litera-
ture reviews have been written. Table 1 presents an overview
of different survey papers in conversational agents. The pre-
sented surveys lack thorough analyses of datasets, affective
components, multimodality studies, and performance met-
rics. In the field of conversational agents, different meth-
ods and techniques have been used for implementation.
This study aims to examine various approaches and meth-
ods in conversational agents that can be used as a founda-
tion for future empirical research. We’ve concentrated on
crucial research areas, such as technical obstacles, datasets,
the methodologies proposed in each study, and their perfor-
mance metrics and application fields. Advanced deep learn-
ing models (pre-trained models) have been increasingly used
in conversational agents. In this section, the key findings
of conversational agents and related literature work are dis-
cussed from different perspectives, such as approaches used
in conversational agents for the implementation of different
tasks, the current trend of making empathic and context-
aware conversational agents, deep learning approaches used
in conversational agents, multimodality, datasets and applica-
tion areas are given in this section.

A. APPROACHES USED IN CONVERSATIONAL AGENTS
FOR THE IMPLEMENTATION OF DIFFERENT TASKS

In conversational agents, different tasks are performed to
understand the user input and generate a response according
to that input. Figure 3 shows an overview of techniques
used in different tasks of conversational agents. Different
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FIGURE 3. Overview of techniques used in different tasks of conversational agents.

methodologies are used in different components of conver-
sational agents. It comprises two major components, each of
which is subdivided into basic preliminary elements. Com-
ponents of a conversational agent include Natural Language
Understanding (NLU) and Natural Language Generation
(NLG). Initially, text pre-processing and feature extraction
steps are considered natural language processing (NLP).

1) NATURAL LANGUAGE PROCESSING (NLP)

When a user enters the text or query, the first step of a
conversational agent is to prepare the data in the appropri-
ate form to be passed to the natural language understand-
ing unit. User input may have emojis, short text, informal
words, incomplete words, etc., that make pre-processing a
prerequisite. As well, NLU and NLG units employ machine
learning or deep learning algorithms to perform the different
tasks. These algorithms utilize statistical data to execute any
sort of regression or classification task. Therefore, text pre-
processing and feature extraction steps become important
in NLP applications. Text pre-processing includes cleaning,
tokenization and normalization.

o Data cleaning — It includes converting text to lower-
case, removing punctuation marks from text, remov-
ing digits, stop words, hashtags & HTML tags from
text etc.

o Tokenization/Segmentation — Tokenization separates
sentences, words, and characters. Basically, it includes
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splitting text/strings into tokens representing words. Dif-
ferent methods are used for tokenization: whitespace
tokenizer, word tokenizer, sentence tokenizer, etc.
« Normalization - Stemming and lemmatization comprise
trimming a word to its origin form.
Figure 4 shows the different steps and tools used for text pre-
processing.

2) NATURAL LANGUAGE UNDERSTANDING (NLU)

This component has three language comprehension tasks:
intent classification, entity identification, and cognitive
understanding. Intent classification comprehends the purpose
of the input. Entity identification finds the distinct pieces
of information. So, entities combined with the intent, allow
the agent to fully understand the user’s input. Conversational
agents must comprehend the user intent and perform the
required actions. Intent classification is to understand the why
of the input [15], and entity identification is to understand the
what of the input [16]. Cognitive understanding has become
a significant step in conversational agents to understand the
input and understand the user.

a: ENTITY IDENTIFICATION

The name-Entity Recognition (NER) task identifies and sep-
arates the named entities of input sentences into differ-
ent pre-determined classes. Earlier regular expressions have
been explored for named entity recognition. However, CRFs
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(Conditional Random Fields) are frequently employed in
NER and found in many applications [17]. It needs a tedious
feature extraction, making this approach limited in adaptabil-
ity and less scalable. NER has been implemented using Con-
volutional Neural Networks (CNNs), which require substan-
tially less data pre-processing [18]. [19] presented NER based
on an artificial neural network in the conversational agent.
[20] suggest a bi-directional neural network (Bi-LSTM) to
find long-term dependencies and generate a feature vector
representation; and CNN and Bi-LSTM to predict the entities.

b: INTENT CLASSIFICATION

Intent classification comprehends the real purpose of input
from the user. The conversational agent can use intent classi-
fication to figure out the desired objective or the user’s goal.
Different techniques have been used for the intent classifica-
tion. Deep learning and machine learning approaches are the
most notable methods that have been applied for intent clas-
sification. Conventional intent classification methods have
primarily employed supervised machine learning algorithms
such as SVM [21], Decision Trees[22], and Hidden Markov
Models (HMM) [23].

As deep learning techniques become popular, neural net-
work models are also used for intent classification. [23]
suggested two deep hierarchical LSTM models distinguish
dialog intents. Authors in [28]used a deep ensemble model
using CNN, RNN like LSTM, and GRU to detect the intents
from spoken language.
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c: COGNITIVE UNDERSTANDING
Certain subtasks such as sentiment analysis, emotion detec-
tion, and spell checker are performed in cognitive understand-
ing. Cognitive understanding will help conversational agents
analyze the user’s sense, tone, or mood of the input text to
improve response generation accuracy. To make emotion-
ally aware or empathic context-aware conversational agents,
we need to add tasks such as emotion analysis or sentiment
analysis in the NLU component. Emotion [29] is an essen-
tial aspect of making a context-aware conversational agent.
Emotion detection is aimed to extract and study fine-grained
emotions from text, such as anger, happiness, sadness, etc.
The various methods are utilized for analyzing text-
based emotions; deep learning-based, machine learning-
based, rule-based, and keyword-based approaches. Finding
the frequency of a keyword in user input and comparing the
labels with the dataset is a keyword-based method. [30] used
keyword-based emotion recognition approach to finding the
context from text. In the rule-based methods, grammatical
and logical rules are decided to detect emotions from the user
text. Reference [31] defined a rule-based emotion detection
system to detect implicit emotions from text data. Machine
learning-based approaches enable algorithms to learn and
improve automatically through experience. Machine Learn-
ing methods categorize the user text into different pre-
determined emotion categories. Reference [32] proposed a
machine learning-based system to classify conversational
emotions. In artificial intelligence, deep learning is a subset
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TABLE 1. Summary of existing surveys related to conversational agents.

Affect
components/
Resources

Datasets/

Ref.
Resources

Multimodality Techniques

(1] x x x v v

Applications

Future Performance

A Overview
Directions Measures

Challenges

This study covered conversational
agents' literature along with its
history, technology, and
applications.

This work especially presents a
literature review of conversational
agents in the business domain.

This paper surveys conversational
agents in healthcare from different
perspectives, such as taxonomy,
types of dialogue and context in
healthcare.

[24] v x x v x

This work presents a
comprehensive analysis of
conversational agents that can
recognize emotions with
techniques, datasets, performance
measures.

[25] x x x v v

This paper focuses on the
implementation techniques of
conversational agents with future
scope and applications.

126] v x x v v

This paper reviews advancements
in conversational agents with
datasets, methods, performance
measures and limitations.

27] N v x v v

B v v v v v

This work comprehensively studied
the concepts and building blocks of
a conversational agent with
datasets, application domains and
performancc measures.

The use of affect components in
conversational agents,
multimodality, challenges, and
future directions have been
explored in our work with datasets,
techniques, applications.

of machine learning. To learn from unstructured or unlabelled
data, deep learning methods are used. These neural networks
are capable of unsupervised learning. Reference [33] pre-
sented a deep learning-based system to detect emotions in
human chatbot conversation. Similarly, a spell checker needs
to be added to this component. As the ““cleaned” input usually
improves intent identification, a spell checker tries to correct
the user’s spelling problems. N-gram language models, tech-
niques based on finding the frequency of words, distance-
based methods and probability-based methods are used for
spellings correction.

d: NATURAL LANGUAGE GENERATION (NLG)

This component focuses on natural language response gener-
ation methods. The natural language generation component
receives input in the form of the current context and con-
versation history from the natural language understanding
component in a well-defined format. As a result, the nat-
ural language generation’s output is a sentence or text in
natural language, which is also the final output to the user.
Following are some of the traditional and advanced meth-
ods of response generation in human language. Retrieval-
based or template-based systems map a user input straight
to a natural language format by employing pre-determined
templates [34]. Another natural language generation method
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is generative-based. The authors used deep learning and
analyzed the use of recurrent neural networks for the task of
natural language generation [35]. Seq2Seq models use LSTM
to map a user input sequence to a feature vector representation
and later in sequence predict tokens using pre-obtained fea-
ture representations. Sequence-To-Sequence (Seq2Seq) pro-
vides new and advanced performance in language generation
tasks [36]. [37] proposed a system by combining seq2seq
models with the power of reinforcement learning in natural
language generation for text summarization application.

B. MAKING CONVERSATIONAL AGENT CONTEXT-AWARE

Before understanding the term context-aware, we will take
a glance at what is the context? Context is a cause of an
event. The situation within which something exists or hap-
pens and can help to explain it. It is circumstances forming a
background of an event or a statement. So, context-aware is
the ability of a system to perceive the user’s environment or
situation to reason appropriately. Context-awareness gives a
system to see at the same level as a human and helps figure
out in which sense the user is asking a question to revert to
those sentiments and behavior. Conversational agents do not
have automatic knowledge of their own, so they cannot use
the context like humans. So, it is necessary to provide or feed
them with the right information in context so they can use
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context on their own. So different kinds of information can be
provided to conversational agents to understand the context.

Following are the different ways of providing information

as context:

o Linguistic context — It denotes a context that address
the relationship between words, phrases, sentences, and
even paragraphs. It helps conversational agents to under-
stand different meanings of the words as they are being
used, who are used, and where they are used. It includes
polysemy, word sense disambiguation, negation, inten-
sifier, etc.

o Physical Context — It is also called situational con-
text. It gives information about a situation in which
an utterance or statement occurs, like a place, time,
speaker, actions performed, objects involved, etc. This
non-linguistic information helps to interpret or under-
stand the meaning of a word and choose a correct equiv-
alent to support context.

« Persistence context - A conversation is a chain of state-
ments. Conversational agents need to keep track of
conversations to predict the appropriate response. So,
it stores the persisted context in the form of user infor-
mation from the current turn, information in previous
questions, and actions taken by conversational agents.
This persistent context adds usability and ensures that
humans and conversational agents have the same men-
tal model. This can be regarded as a history of the
conversation.

« Emotional Context - Emotions can be conveyed through
words, combinations of different words, through emo-
jis. This emotional context helps conversational agents
understand emotions and moods and gain a deeper
understanding of situations and the user’s state of mind
to respond empathically, effectively, and in the right way.

Conversation history, task records, user data, session infor-
mation, emails, browsing information, location, sentiment,
emotion, expression, time, etc., can be provided to conver-
sational agents to understand the context. The context helps
maintain the state of conversation and keeps the conversation
flowing between human and conversational agents. Context
makes Conversational agents intelligent by making them to
understand the situation, emotions, and tone and able to
interact and explain themselves and bring closer to natural
human conversation. Summary of components that can be
used while making conversational agents be context-aware
given in table 2. Affect, emotions, tone, and sentiments these
components can be utilized to make conversational agents
more empathetic so that they can have a deeper understanding
of situations and the user’s state of mind, i.e., to understand
the context of the situation and to respond empathically,
effectively, and in the right way.

C. DEEP LEARNING APPROACHES USED IN
CONVERSATIONAL AGENTS

Conversational agents primarily used to communicate with
humans through text messages have been utilizing natural
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TABLE 2. Summary of components used to make conversational agents
empathetic.

The component

Component Description . Ref.
P P being used for
. Relates to or
arises from, or
. . To understand
influences !
. users'
emotions .
Includes emotional
Affect . states and to [38]
following
generate an
constructs such .
. emotional
as emotions,
. response
sentiments,
tone/mood
e  Contribute to
more positive
e A feeling such as interaction
happiness, love, e  Toimprove
Emotion fear, anger, or user [39]
sadness satisfaction
. Reduce
miscommunica
tions
e  Toimprove
e The mood or satisfactory
feeling associated services
Tone with a particular e  Reduces user [40]
experience or stress
stimulus . More
engagement
. Recognize
user feelings
regarding
. .. something
e A view or opinion
. K . To understand
Sentiment that is expressed [41]

the state of
mind

e  Emotionally
respond to the

about

user

language processing techniques. Initially, Keyword-based
or pattern-based conversational agents were implemented.
These were easy to design and implement but had limitations
in responding to complex queries. These were designed to
answer based on patterns or rules, but if a query comes out
of a pattern, it will provide erroneous answers that would
not be related to the query. Machine learning-based con-
versational agents trained on existing annotated datasets of
conversations. Usually, these retrieval-based machine learn-
ing models retrieve the information from the database based
on a user query. But the main drawback of this approach is
generating a large volume of knowledge base, which can be
time-consuming, costly, involves human efficiency and, again
domain dependency.

Figure 5 represents a schematic of the different compo-
nents in conversational agents and the different techniques
used in each component. Deep learning has taken center stage
in many different application areas in recent years. Various

VOLUME 10, 2022



S. Kusal et al.: Al-Based Conversational Agents: A Scoping Review From Technologies to Future Directions

IEEE Access

Components Tasks performed in components
---------- B o o o e e e e e e e e e e e e e e e e e e e e e e e e e e
1 1
1 1
1 1
1 1
1 1
1 1
1 — !
1 1
, ' Intent Identification
1
: .
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 NLU !
1 1
1 1
1 1
! ' Cognitive ~__ Context
, ,  Understanding aware
1
X '
1
: -
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1
Conversational : ]
Agents 1 :
: .
1 1
1 1
1 1
1 1
1 1 Entity Recognition
1
X '
1 !
1 1
1 1
1 1
1 1
1 1
1 ( 1
1 1
1 1
1 1
! : Generative Based
1
1 1
1 1
1
i NLG  —
1 1
1
: 1 Template / Retrieval
! 1 Based
1 1
1 1
1 1
1 1
1 ~—
1 1
1 1
1 1

Machine Learning - SVM, DT,
Hidden Markov models

Deep Learning - LSTM
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Tone Deep learning -Transformer based seq2seq models
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Sentiment Pretrained Models

Keyword based, Rule based,
ML algorithms — SVM, DT, RF,
DL algorithms — Bi-LSTM, Bi-GRU,
Pretrained Models

Emotions

NER, PoS Tags, CRF

Deep Learning - CNN, Bi-LSTM

RNN and its variant LSTM, GRU, Seg2seq models,
Pre-trained models

Machine learning algorithms, Deep neural networks
like LSTM, GRU

FIGURE 5. Schematic of the different components in conversational agents and different techniques used in each component.

articles have presented deep learning techniques in the field of
conversational agents. Unsupervised learning encompasses
deep learning techniques. It can, however, be semi-supervised
or supervised. Deep learning classifiers automatically learn
and extract information, improving accuracy and perfor-
mance. In conversational agents, generative methods are
based on deep learning techniques. These methods generate
the word-by-word response to user queries based on syn-
tax, structure and words (Vocabulary) in the input by under-
standing the context. Convolutional Neural networks (CNN),
Recurrent Neural networks (RNN), Bi-LSTM, GRU, and pre-
trained models like BERT, RoBERTa, and GPT are some
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most preferred deep learning models in different tasks of
conversational agents. Table 3 shows that transformer-based
architectures built most of the current conversational agents.
These models are designed to increase the likelihood of a
response and are capable of understanding a large amount of
data to provide an acceptable response. The basic transformer
design is made up of two recurrent neural networks (RNNs),
one that processes the input is the encoder, and the other
that generates the response is the decoder. These models are
popularly known as Sequence-to-sequence models. The most
prominent RNN variants utilized to learn the conversational
dataset in these models are long short-term memory (LSTM)
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TABLE 3. Overview of deep learning techniques used in conversational agents.

Variant of

Technique technique Advantages of Technique Disadvantages of Technique Dataset utilized Challenges identified in research References
1) LSTM'sinternal gates
coptrol the lnformat.lon 1) LSTMs are prone to overfitting.
2)  Itis good at processing and it is difficult to apply a
LSTM long sequences dropout algorithm PPLY e Semeval-2019 o
(Long Short-Term  3)  Keep relevant 2 P lgl : ik e Raw Slack channel data ¢ Data distribution is quite [47]
Memory) information to make ) requirea lot of resources like *  yelpchallenge imbalanced [48]
redictions memory and time to get trained recommendation dataset e Accuracy isn't up to
p : ! [49]
4)  addressing the vanishing *  Short posts in Web forums standard with state-of-the- [50]
gradient problem and Wikis art systems ) 51]
e Chinese Valence-Arousal e Need to address intent 1521
X . Words (3.0) dataset detection
1) Process input in a e Multiple emotion and e Incapable of generating
forward and backward 1) Two LSTMs are used, so intensity aware Multi-party responses of some specific
. direction. computationally costly and needs Dialogue (MEIMD) labels due to less data of
Bi-LSTM 2)  Access the past and a lot resource allocation e  NLPCC 2017 Shared Task that category
future context of each 2)  Much slower model and requires Sample Data
sequence more time for training
Recurrent 3)  Greater performance
Neural
Network 1)  Uses less training ®  Due to the scarcity of labels
parameters, so use less in the dataset, models may
memory, execute faster 1 L 1 have been trained to detect
GRU thus trains faster ) €55 accuracy on ‘ong sequences the most common words
; as compared to LSTM most ¢ n wor
(Gated Recurrent 2)  Simpler and less 2 Low I ine effici d ¢ Emotional inconsistencies
Unit) redundant ) oW jearming efticiency an while producing responses
. rediction accuracy :
3)  GRU guarantees superior P for some emotion classes [53]
performance compared e  Topical Chat dataset e System performance can be [54]
to LSTM e TV series dataset improved [55]
e STC conversation dataset ¢ Need to understand all [56]
. NLPCC 2017 conversations in the [57]
1)  Process input in forward 1) Two GRUs are used so physical world
and backward direction computationally costly and needs e To decide the emotion class,
Bi-GRU 2)  Access the past and a lot resource allocation topics, contexts, or the user's
future context of each 2)  Much slower model and requires mood are not considered
sequence more time for training ¢ A model cannot replicate
the empathy factor in
human communication
1)  ability to handle 1)  limited to monolingual
contextual information classification
BERT 2)  Faster Training 2)  Fixed length of input sentences
3)  Suffers from logical inference
4)  computationally expensive. e SEMEVAL-2019 P
Pretrained 1)  The use of more 1)  resource-intensive nature . Large-scale multi-turn %L‘Lbsix:s? d(?ft ?h‘i‘i:bg:f: [33]
models extensive pre-training 2) It is  computationally dialog opensubtitles2018 predictor caﬁ be impﬂ;sg ’y [58]
data results in improved intensive and takes longer to corpus
RoBERTa performance complete

2) Indownstream NLP
tasks, outperforms XLNet
and BERT

or gated recurrent unit (GRU). Variations of LSTM and GRU
as Bi-LSTM and Bi-GRU have also become popular due to
their ability to process data in two directions. These variations
can process the input in forward and backward directions.
Attention mechanism was also introduced in the research
of conversational agents. At each decoding phase, the atten-
tion mechanism allows the decoder to focus exclusively on
the most significant input bits. It uses an attention weight
to measure the importance of each word in the input text.
Different attention mechanisms like self-attention [42], multi
head-attention [43], word-level attention [44], hierarchical
attention [45], are used in various research papers in conver-
sational agents.

Deep learning methods such as RNN and its different vari-
ations has own limits. These models encode input into fixed-
length vectors, so inputs with long sequences tend to lose
important information. It leads to the poor performance of the
response generation in conversational agents. Transformer-
based language models such as BERT and its variations,
GPT, and transformer XL [46] utilize sentence-level recur-
rence to overcome fixed-length limitations and longer-term
dependency. Table 3 shows the overview of deep learning
techniques used in conversational agents based on applica-
tion areas, techniques used, datasets used, challenges identi-
fied, and performance achieved. These deep learning-based
approaches have a quite significant upside. It is an end-to-
end solution that can be trained using multiple datasets, and
domain dependency is automatically handled.
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D. MULTIMODALITY IN TEXT-BASED CONVERSATIONAL

AGENTS
Due to recent commercial applications like Amazon’s Alexa,

Apple’s Siri, Microsoft’s Cortana, and Google Assistant,
conversational systems have recently witnessed a consid-
erable increase in demand. As more and more businesses
are pushing for this technology, conversational agents are
rapidly becoming commonplace. Humans communicate with
one another through a variety of senses or modalities. These
modalities work in concert to clarify concepts and emphasize
ideas in dialogue by resolving ambiguity.

Nowadays, emoticons (objects encoded by standard
sequences of characters) or emojis (e.g., smilies, hearts) are
self-reported labels, i.e., visual information, provided by the
users to convey emotions in their textual interactions the
underlying the context of the communication, aiming for bet-
ter interpretability, especially for short polysemous phrases.
In conversational agents, this visual information conveys
affective states and thus are suitable indications of sentiment
and emotion in texts. These emojis/emoticons, along with the
text, present a more faithful representation of the user’s emo-
tional state. In sarcastic sentences, a user may express positive
emotion in the text, but by using emoticons/emojis, he/she
may express negative emotions, so in such scenarios, visual
information can help us to identify the true emotions of the
user. This visual information in the form of emojis/emoticons
helps in natural language understanding. E.g., I am happy

with the @ service!!
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FIGURE 6. General overview of the multimodal model of text and emojis.

In conversational agents, multimodality in the form of text
and emojis/emoticons can be used for a better understanding
of user intent. This understanding of intent will help conver-
sational agents to respond accurately and appropriately. Also,
emojis/emoticons have been widely adopted in social media
communications, a large number of emoji-labeled texts can
be easily accessed to help tackle the scarcity of manually
labeled data.

The advent of big data has accelerated the use of deep
learning approaches in conversational agents. Popularly
transformer-based sequence to sequence models are uti-
lized for implementing conversational agents. In multimodal
conversational agents, very little research has been done,
particularly in text-based conversational agents with visual
information. Hence, we have studied research that has text
with emojis/emoticons.

Emoji representation and approaches play a key role in
multimodal systems when designing conversational agents
that can handle both text and emojis/emoticons. (Many
research has used ’emojis’ or ’emoticons’ synonymously).
There are different emoji representations or embedding meth-
ods presented in various researches. Feature vectors, Vec-
tor Space Model (VSM), Lexicon-based, and Graph-based
representation methods have been used. Emoji-based feature
extraction methods utilize diverse contextual or syntactical
relationships with the help of frequency distribution of emo-
jis. Figure 6 shows a general overview of the multimodal
model of text and emojis.

Various research has been done related to emojis. In [59]
presents a comprehensive overview of research on emoji,
emoji evolution, utilization with their purposes, and what
research has been done on them in various fields with
future research directions. Emoji prediction from text has
recently attracted a lot of interest. [60], [61] predicted emojis
from images and text. [62] used multimodal emoji embed-
dings by combining image and text. [63] developed a new
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emoji embedding named Emojional’, to represent a more
emotional approach towards emojis. [64] presented vector
skip-gram model to represent vectors for the emojis from
Twitter. Some research has been done for different tasks using
multimodal utilizing text and emojis in various domains. The
studies undertaken for emotion classification using text, emo-
jis and images modalities [65], sentiment prediction using
text and emojis [66], emotion analysis from Twitter data
using emojis [67], sentiment analysis of social media using
text, emoticons, emojis [68] [69], enhancing opinion mining
using emojis [70] are a few examples of study in this field.
Moreover, in most research articles, deep learning methods
have been employed for different tasks.

So, the unexploited potential exists in the study of multi-
modal conversational agents, which let users and conversa-
tional agents converse using both human language and visual
information to be more realistic, human-like, and engaging.
Sunder and Heck [10] have defined and mathematically for-
mulated the goal of the multimodal conversational study.
They suggested four basic problems in multimodal conversa-
tional systems: disambiguation, response generation, coref-
erence resolution, and dialogue state tracking. The authors
suggested a taxonomy of the types of study that are nec-
essary to accomplish the goal of multimodal conversational
agents: multimodal representation, multimodal fusion, mul-
timodal alignment, multimodal translation (cross-modality),
and co-learning. Thus, it becomes necessary to consider this
taxonomy while designing multimodal conversational agents.

E. DATASETS USED IN CONVERSATIONAL AGENTS

This section discusses the primary datasets used by
researchers in the field of conversational agents. In conver-
sational agents, researchers have curated their own datasets
or used publicly available datasets according to the needs
of studies in certain application areas. This section presents
some publicly available and useful datasets specifically
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TABLE 4. Overview of different datasets used in the research of conversational agents.

Name of the dataset

Source

Labeled
/Balanced

Size

Multimo
dal

Emotions included

Topics covered

The total number of conversations is
11,319 with training, validation, and

Angry, Disgusted, Fearful, Sad,

Fashion Politics Books Sports

To%x:?;fthat Amazon Yes/ testing sets. (Training - 9058 + No Happy, Surprised, Curious to S{ene.rasl I.intertzljrme]:: 1
71] Not balanced validation with frequent - 565 and Dive Deeper, Neutral Mz\sllices cience & Lechnology
rare - 566 + test with frequent - 565 (Emotion - 8)
and rare - 565)
Surprised, Excited, Angry, Proud,
Sad, Annoyed, Lonely, grateful,
alone, Afraid, scared, Guilty,
Impressed, Disgusted, Hopeful,
EMPATHETIC Yes / 25K conversations — Confident, Furious, Anxious, .
DIALOGUES Amazon Approximately  (Training - 19533 / Validation - 2770 / No Anticipating, Joyful, Nostalgic, Open-domain
[72] balanced Testing - 2547 conversations) Disappointed, Prepared, Jealous,
Content, Devastated, Embarrassed,
Caring, Sentimental, Trusting,
Ashamed, Apprehensive, Faithful
(Emotion - 32)
NLPCC 2017 Post/response Yes/ Other, Like, Sadness, Disgust, Open-domain
[73] pairs from Weibo Not balanced 1119207 posts No Anger, Happiness (Emotion — 6) ?
Daily dialog Various websites serve for Yes/ 13,118 dialogues. Anger, disgust, fear, happiness, Various topics in daily life like
[74] English learners to practice (Training/validation/test set No sadness, surprise (Emotion — 6) ordinary, school life, culture and

Not balanced

English dialog in daily life 11,118/1,000/1,000)

education, work, relationship

for improving context-awareness in conversational agents.
Table 4 gives an overview of specific datasets with sources
from which they were curated, whether the dataset is labeled
or not, whether the dataset is balanced or not, the size of
the dataset, whether the dataset is multimodal or not, emo-
tions labeled in the dataset, and topics covered by dataset.
Table 5 shows the different surveyed datasets used in different
articles with techniques has been applied to datasets and chal-
lenges identified in articles with their performance measures.

1) TOPICAL CHAT DATASET

Topical-Chat is an open-domain knowledge grounded conver-
sation dataset. The total number of conversations are 11,319
with training, validation and testing sets. The training set
has 9058 messages, validation set with frequent and rare
565 respectively and test set with frequent and rare 565 mes-
sages, respectively. These conversations are annotated with
the sentiment of their message on an 8-point scale. It includes
Angry, Disgusted, Fearful, Sad, Happy, Surprised, Curious to
Dive Deeper, and Neutral.

2) EMPATHETICDIALOGUES DATASET

It is a novel dataset comprising 25K conversations, including
emotional context information to help training and evaluating
the textual dialogue systems. It is an open domain conversa-
tional dataset freely accessible through the Parl Al framework.
It consists dataset divided into approximately 80% train, 10%
validation, and 10% test sets. The final train/ validation /test
split contains 19533 / 2770 / 2547 conversations. A total
of 32 emotion labels are included in the dataset shown in
table 4.

3) NLPCC 2017

Natural Language Processing & Chinese Computing
(NLPCC) dataset curated for the shared task of the NLPCC
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Emotion Classification Challenge to generate an emotional
response. The dataset is constructed from More than 1 million
Weibo posts and replies/comments pairs. The test dataset
consists of about 5000 posts. The emotion categories are
Anger, Disgust, Happiness, Like, Sadness, and Other.

4) DAILY DIALOG DATASET

Daily dialog dataset is crawled from different websites that
aid English learners to apply English dialogues in daily life.
It consists of multi-turn conversations. It contains 13,118
dialogues annotated with emotion labels as anger, disgust,
fear, happiness, sadness, and surprise. It consists of a training
set with 11,118 dialogues, a validation set with 1000 and a
test set with 1000 dialogues.

F. APPLICATION AREAS

Conversational agents can be used in various application
domains with different goals or objectives. Conversational
agents can be utilized for decision-making, opinion, con-
flict resolution, and multi-party interaction. Conversational
agents play diverse roles as information providers, recom-
menders, tutors, entertainers, advisors, personal assistants,
customer service assistants and conversational partners in
various fields. Review articles that have discussed the role
of conversational agents in various application fields such
as business [79], customer services [80], healthcare [3], and
education [4].

1) CONVERSATIONAL AGENTS IN BUSINESS

Conversational agents provide cost-effective, highly avail-
able, and scalable services, enhancing market competitive-
ness and service quality [81]. These conversational agents
also increase user or customer emotional engagement by
extending customized flexibility, friendliness, comfortness,
and efficient assistance [79]. Machine learning and sentiment
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TABLE 5. Surveyed datasets with techniques, challenges, and performance measures in research.

Dataset

Reference

Techniques

Performance Measures

Challenges

DAILY DIALOG

TOPICAL CHAT
DATASET

[74]

Attention-based Seq2Seq,
hierarchical encoder-decoder (HRED)

Perplexity - 55.94, 56.59, 59.24

The performance of the system can be improved

1751

[53]

GRUs and hierarchical attention matching
network

GRU-based shared encoder with self-attention,
Bi-GRU-based decoder
Focal Loss, consistency loss methods

Fl-score (Empathy tracking) - 0.840

Fl-score - 0.23 (Fre) / 0.19 (Rare)

Predicting emotions like Sadness or Anger were more difficult
than other emotions due to an Imbalanced dataset

Due to data scarcity and less variety, models may have
learned to predict the most frequent utterances and also
unable to produce responses of particular emotion labels
(angry, sad, fearful, and disgusted)

[76]

ATTENTION-BASED Pre-trained Bidirectional
Encoder Representations from Transformers
(BERT) model.

F1 Score (Fre) - 63.60%
(Rare) - 58.09%

For detecting certain emotions, context and knowledge are still
ineffective like the emotions of "disgusted" and "sad" are
notoriously difficult to identify and distinguish

EMPATHETIC

[58]

Used transformer encoder-decoder attention
mechanism, RoBERTa tokenizer

F1-Score -0.2864

The accuracy of the response predictor can be improved
Predicting questioning category due to unbalanced distribution
in the training dataset

DIALOGUES
7 Retrieval-based and generative-based BERT PPLAVG -21.24 Although the model appears to be more empathic, they are
(721 model with pretraining and fine-tuning BLEU - 6.27 still far from human performance
Incapable of extracting the emotional content of a
. . . . conversation effectively.
[77] Seqto seq model using a reinforcement learning Perplexity - 62.2 The emotional power of created responses is uncontrollable.
model Accuracy - 0.871 . . N . . .
There is no consideration of lexical, syntactic, grammatical, or
NLPCC 2017 other information relating to emotional elements

[78]

Seq2seq architecture based on GRU model

Perplexity - 169.45
Emotion accuracy - 0.9658

Not capable enough to generate informative and interesting
responses. The model cannot simulate the empathy

phenomenon in human conversation

analysis advancements have given conversational agents the
ability to respond emotionally to users. [33], [47], [48], [81],
[82], discussed conversational agent systems for the business
domain using different machine learning and deep learning
techniques. In business-like E-commerce, banking mainly
conversational agents are designed to answer FAQs. General
question answers are not considered. Again, many conversa-
tional agents are tested in a simulated environment. Real-time
exposure is needed for systems.

2) CONVERSATIONAL AGENTS IN HEALTHCARE

In the Healthcare, conversational agents are used for mental
well-being promotion, diet management, medication obser-
vance, and physical activity promotion [88]. Moreover, par-
ticularly elderly users are comfortable with conversational
agents due to the low learning graph. [37] used a Supervised
machine-learning model to create a health mediator con-
versational agent. Conversational agents could help users in
healthcare by delivering relevant information about a disorder
or explaining the results of clinical tests [56]. [83] and [84]
developed conversational agents to support people’s mental
well-being by analyzing emotions and feelings. In healthcare,
domain-specific datasets are needed.

3) CONVERSATIONAL AGENTS IN EDUCATION

Educational conversational agents are invented to facilitate
and assist online learning and deliver instructional content
[41]. [86] showcased conversational agents in education to
help students in re-learning administration issues. [49], [87]
implemented pedagogical-driven conversational agents with
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sentiment analysis using reinforcement learning. In educa-
tion, mostly conversational agents were based on retrieval or
pattern-based. Nowadays, machine learning and deep learn-
ing techniques are being used.

Table 6 highlights the application area, objectives, method
used, data utilized, and challenges in the selected papers.

From an applications perspective, there is still a disconnect
between industrial technologies and current breakthroughs
in the sector. The technologies utilized in research are not
suited for use in the industry since they demand a lot of
computational resources and extremely big training datasets.
Again, conversational agents that must be used in various
businesses have distinct requirements. Also, protecting users’
personal information is an important issue in conversational
agents. A review table of the conversational agents in differ-
ent application areas is presented in Table 6.

IV. RESEARCH GAPS

With the help of deep learning models, conversational agents
have made significant development in recent years. Several
unique ideas such as pretrained embedding, different atten-
tion mechanisms, transformer-based models, pretrained deep
learning models, and seq2seq models have been developed,
resulting in rapid advancement in the last few years. Despite
the advancements, there are still issues to be resolved in the
field of conversational agents. The major limitation is making
conversations natural with humans with the help of empathy,
sentiments, and emotions. This section highlights some of
these issues as well as research directions that could aid in
the field’s advancement.
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TABLE 6. A review of the conversational agents in different application areas.

Datasets

Challenges

Performance Measures
(In order to Ref)

SemEval-2019

Topical Chat dataset
Large-scale multi-turn
dialog dataset from the
OpenSubtitles2018 corpus
Yelp challenge
recommendation dataset

The data used was quite
imbalanced, and scarcity
of labels in the data
Accuracy isn't up to
standard with state-of-the-
art systems

77% (F-SCORE)
0.23/0.19 (F1-SCORE)
0.2864 (F1-SCORE)
87.5 (Accuracy)

Service dialog dataset
Frequently asked
questions (FAQs) from
the e-business domain
Raw Slack channel data

Performance of the system
can be enhanced

General questions are not
taken into account

Less annotated data used
for training

70.59% (Emotion
accuracy)

0.97 (Precision)
Not Mentioned

Manually built datasets
from hospitals and
medical clinics

Need to determine implicit
emotions

Evaluated on a small
dataset and limited set of
emotions

Not Mentioned
81% (Accuracy)
99.2 (Accuracy)

Application Area References Commonly used Techniques
.
33 . Deep learning - BERT, USE, Bi- e
{ 4 2} LSTM, Bi-GRU, RoBERTa .
User Interaction 58] e Machine learning — Ensemble of
LR, RF, and SVM
(48] .
[81] e Markov Chains .
82 . Latent Semantic Analysis (LSA) e
Business [ 47} and Artificial Intelligence
Markup Language (AIML)
e LSTM .
e  Finite-state Machine
architecture, Support Vector
[88, p.31] X .
Mach VM,
Healthcare [83] ac' ine (SVM)
84] Lexicon-based method, Fuzzy
matching method
e Supervised ML algorithm
[86] . Text Classification and Named ¢
. [89] Entity Recognition
Education [49] . Rules-based method *
[90] e« LSTM

Student data from the Ho
Chi Minh City University

Handled the user context
in a limited way

A lot of data needed to
make agents intelligent

97.3 (F1-score context
information) and 82.33
(F1-score Intent
identification)

Not Mentioned

Short posts in Web Domain-dependent Not Mentioned
forums and Wikis system 093 (Average
Chatlogs Needs protection of i
personal information in a compound
Score)

highly interactive tool

A. LIMITATIONS IN UNDERSTANDING THE CONTEXT [87]
This is the biggest challenge for conversational agents. Con-
versational agents are lagging in the understanding of natural
language. Conversational agents do not understand the human
context. These are programmed in a way that they only know
what they are taught. They can only respond to people to
the extent that they have been programmed to do so. If the
query is beyond the conversational agents’ training, it will
be unable to understand or respond, which will frustrate
the user/customer. Communication between conversational
agents and human depends on what the user said in previous
messages. Conversational agents need to build the state of the
conversation. It can only answer the question if it knows the
details of conversations. Typically, information is stored in
the context of the conversation. Each conversational agent
has to model its own notion of the context and decide the
information that is important to remember.

B. FAILURE TO DETECT THE INTENT OF THE USER [91]

Intent is the purpose behind the user query. Most conversa-
tional agents are unable to understand users’ intentions. The
user would ask a question with single and straightforward
intent. But humans have a tendency to communicate by com-
bining several intentions into one sentence. Like when the
user comes with two different requests in one sentence. Also,
conversational agents could not understand the intent of the
user when complex linguistics such as negation or conditional
structures are used in the query. Conversational agents need
to understand what the user is requesting, even if it is phrased
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unexpectedly. Training data is a major barrier to understand-
ing intent. Machine learning takes a staggering amount of
data to understand humans because conversational agents
must understand the relationships between words, phrases,
sentences, synonyms, lexical elements, concepts, and so on.

C. NEED TO UNDERSTAND EMOTIONAL SEMANTIC
INTERPRETATIONS [79], [92]

Semantics plays an important role in the cognitive analysis.
Written text from the user may have negations and modals,
which can affect the impact of emotions and sentiments.
For example, CAs should infer the meaning of words like
“maybe good,” “was good,” and ““was not good”’ differently.
Words/phrases used in different contexts and different senses
can impart diverse emotions. So, ambiguity in word semantic
interpretations is one of the important issues in CAs.

D. DATASET-RELATED CHALLENGES [42]

Datasets plays an important role as training data is required
to understand intent and context and respond naturally to
user. There are many challenges related to datasets like small
datasets available, scarcity of labeled data, unbalanced distri-
bution of data, less variety of labels in datasets, and lack of
representative publicly available datasets. All dataset-related
challenges are important as machine learning, and deep learn-
ing techniques require a huge amount of data for training.

E. NEED TO DETECT IMPLICIT EMOTIONS [83]
Emotion analysis can play an important role in context and
provide more natural responses to the user. Text entered by
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the user may not have a direct emotion keyword mentioned
in the input. So, such emotions in the written text need to be
detected by conversational agents and respond accordingly.
The query’s words/phrases may have different meanings.
Multiple emotions are difficult to recognize since a single
sentence can contain multiple emotions and different points
of view. To improve the performance or accuracy of emo-
tion recognition, this problem must be addressed. Thus, for
building context-aware conversational agents by employing
emotion analysis, implicit emotion analysis is an important
issue.

F. NEED TO GENERATE EMOTIONALLY AWARE

RESPONSE [58]

Current conversational agents lack empathy, making it dif-
ficult to detect and understand user emotions and respond
in a more natural manner. Emotionally aware responses are
important for customer/user satisfaction and retention. If con-
versational agents are not able to produce an emotionally
aware response, the user will get frustrated and annoyed,
and it affects interaction. It is also one of the reasons for
conversational agents lacking long-time conversations.

G. NEED TO HANDLE THE QUALITY OF USER INPUT [93]
Need to handle user input with misused phrases, subtle sar-
casm, language impairments, usage of slang, and syntax
faults. To express feelings and sentiments, users employ
irony, sarcasm, and humor. User texts, on the other hand, may
contain casual language, slang words, misspellings, hashtags,
emojis, and abbreviations, among other things. As a result,
interpreting such metaphorical language for conversational
agents to understand and respond appropriately becomes
tough.

H. LACK OF EVALUATION METRICS FOR
CONVERSATIONAL AGENTS [94]

Evaluating conversational agents has remained a challeng-
ing task. There are some widely used performance metrics
for conversational agents. F1-score, perplexity, BLEU, and
METEOR are some common metrics used. But there is no
common framework for conversational agents’ evaluation.
So many systems need to rely on human evaluation. And
even there is no common reference for human evaluation too.
So, areliable automatic evaluation method for conversational
agents should be proposed.

I. PRIVACY AND DATA SECURITY [1]

There are significant issues that arise related to the privacy
and data security of user and conversational agent provider
service. Service providers are responsible for acquired user
information and must prevent it by other third parties. It is
crucial to maintain privacy and data security regards to user
authentication and authorization [20], end-to-end encryp-
tion, and finance-related communications with conversa-
tional agents. Thus, in such scenarios, information security
and privacy protection techniques and technologies should
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be applied to conversational agents. Currently, conversa-
tional agents need adequate research on data security and
privacy.

V. FUTURE DIRECTIONS

This section highlights some of the research directions that
could aid in the field’s advancement. Techniques or method-
ologies in conversational agents have seen huge signs of
progress in the last few years, from rule-based methods to hid-
den layer-based deep learning methods and pretrained mod-
els such as. Artificial Intelligence advancements in recent
years have bolstered trends in conversational agents, mak-
ing them to understand and reply in natural languages and
reply. The authors have discussed research gaps in section 5.
Table 7 shows the mapping between research gaps and future
directions. To make conversational agents contextual, they
need a lot of data and a vast knowledge base for training.
So, training conversational agents on large datasets is one
of the solutions to make them contextual. Also, self-training
and reinforcement learning techniques can be applied to make
them contextual. Some of the difficulties mentioned in the
research gaps section have been addressed by Al-based tech-
nologies such as transfer learning, reinforcement learning,
multi-task learning, meta-learning, self-learning, and GAN’s.
This section discusses challenges and their solutions using
these methods with references.

A. TRANSFER LEARNING

Transfer learning has majorly contributed to the progress of
modernistic NLP systems like conversational agents. Partic-
ularly conversational agents can be benefited from inductive
transfer learning, where unlabelled data is employed to pull
knowledge for labeled downstream tasks. [95] discussed a
framework to transfer the affective knowledge. In this pro-
posed system, authors pre-trained a hierarchical dialogue
model on multi-turn conversations (source) and then trans-
ferred its parameters to a conversational emotion classifier
(target).

B. REINFORCEMENT LEARNING

In reinforcement learning, conversational agents are trained
through trial-and-error conversations with either real users
or a rule-based user simulator. [96] proposed deep rein-
forcement learning for dialogue generation. [96] work
marked a first step towards learning a conversational
neural model based on the long-term success of dia-
logues. [97] developed a reinforcement learning-based emo-
tional editing constraint conversation content-generating
model.

C. MULTI-TASK LEARNING

All or a subset of the tasks in multi-task learning are related
but not identical. It aims to help improve the learning of a
model for a task by using the knowledge contained in all-
related tasks. Basic two factors are considered for multi-task
learning [98]. First is relatedness, that is how different tasks
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TABLE 7. Challenges identified through the literature survey and suggested future directions.

Problem area Research Gaps Future Directions
. RNN and its variants [100]
. Failure to detect the intent of the user . Meta-Learning [101]

. Training the model on large datasets

Semantics . Need to detect implicit emotions ¢ Erge-’;ramed word embeddings [102]
. Unable to extract the semantic data . RNN and its variants [104]
3 Incomplete information, typing mistakes . Text Pre-processing
Quality of text . Slang words, short texts, emojis . Lexicons [102]

. Detection of sarcasm, irony, harmony

. Multitask Learning [105]
. Transfer learning [106]

. Scarcity of labeled data
. Small datasets available

. Generative Adversarial Networks

. . (GAN) [107]
3 Less variety of labels in datasets
Datasets
. Unbalanced distribution of data . Domain Adaptation [108]
. Lack of representative publicly available datasets . Transfer Learning [109]
. Reinforcement Learning [48]
. Limitations in understanding the context . . X
. Semi-Supervised Learning [110]
. Transformer based encoder-decoder
. Need to understand the emotional semantic interpretation
Accuracy models [58] [111]
. Multitask Learning [42]
. Need to generate emotionally aware responses . Meta-learning [112]
. Emotion detection [58]
Privacy and Security . User privacy and data security . Adversarial Machine Learning [109]

are related to each other and kinds of learning tasks such
as supervised like classification or regression tasks, unsu-
pervised learning, clustering task, and many more learning
tasks like semi-supervised, reinforcement learning. In [42]
proposed a model where authors used multi-task learning
to classify the emotions and to generate the response based
on a given sentence with a common encoder and multiple
decoders.

D. META-LEARNING

Meta-Learning is “learning about learning” or “learn to
learn.” Meta-learning helps to overcome the requirement of
annotated data for language processing applications. Meta-
learning is the most suitable for conversational agents where
knowledge across user intents, domains, and languages can
be transferred easily. Meta-learning is a scalable solution
for businesses in terms of conversational agents. [99] pro-
posed meta-learning approach for intent detection as an
n-way k-shot classification problem. Initially, the authors
utilized English utterances and then evaluating on Spanish
and Thai utterances. Similarly, authors in [72] demonstrated
how meta-learning allows one to learn quickly and adapt to
different personas using only a few dialogue samples from the
same user. Their results using automatic evaluation metrics
showed that meta-learning outperformed non-meta-learning
baselines.
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E. GAN (GENERATIVE ADVERSARIAL NETWORKS)

Many tasks in natural language processing (NLP), such as
question answering, necessitate a substantial amount of train-
ing data to improve model performance. To generate a large
amount of training data, however, gathering and annotating
more data can be an expensive and time-consuming opera-
tion. Data augmentation strategies can be used in this situa-
tion. One of the data augmentation techniques is GAN. These
are computational structures that set two neural networks
against each other to develop new, synthetic data samples
that can pass for real data. [77] developed a new technique
for dialogue generation in conversational agents called Cas-
cade Generative Adversarial Network (Cas-GAN), which is
a blend of GAN and RL.

F. ADVERSARIAL MACHINE LEARNING (AML)

The development of methods to scrutinize conversational
agents’ privacy protection as well as strategies to increase
the agents’ resistance to malicious attacks and/or data theft
are the main objectives. In that case, AML, or Adver-
sarial Machine Learning, is a new area of research that
combines the latest machine learning techniques, informa-
tion systems security, and robust statistics can aid to solve
security-related problems. [113] explored attack/defense tac-
tics for adversarial recommender systems using genera-
tive adversarial networks. [114] explores the characteristics
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of adversarial machine learning, particularly in text gen-
eration and summarizes significant contributions to the
field, such as algorithms, models, attack types, and defense
techniques.

VI. CONCLUSION

Recent developments and studies in Artificial Intelligence
have facilitated conversational agents. The studies in the field
of conversational agents have sought ways to use research
findings in a variety of application areas, such as busi-
nesses, education, entertainment, and healthcare. The various
approaches have been employed in different components of
conversational agents, from rule-based methods to machine
learning algorithms, and as the research trends are changing
directions towards deep learning techniques. This article dis-
cusses about bringing conversational agents closer to natural
language communication by employing context-awareness.
This comparative study presented to review articles on con-
versational agents based on deep learning with current trends.
This study also reviews datasets used in conversational
agents. In this survey, recent and trending deep learning
techniques in conversational agents have been discussed.
Following that, it attempted to shed light on how current
research gaps and future directions will affect research in
the field.
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