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ABSTRACT 

The rapid adoption of machine learning models in high-stakes domains demands 

transparency and accountability. However, complex nonlinear predictive models, such 

as deep neural networks and ensemble methods, are often perceived as "black boxes," 

limiting user trust and model adoption. This paper systematically compares prominent 

post hoc interpretability techniques available, including LIME, SHAP, and partial 

dependence plots (PDPs), evaluating their strengths, limitations, and suitability across 

different types of complex models. Our comparative study identifies key trade-offs 

between local and global interpretability, computational overhead, and faithfulness of 

explanations. Through both theoretical analysis and empirical evaluation, we aim to 

guide practitioners in selecting appropriate interpretability methods based on their use 

cases. 
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1. Introduction 

Machine learning (ML) systems have increasingly been deployed in critical areas such 

as healthcare, finance, and criminal justice. In such domains, the opacity of complex nonlinear 

models like gradient boosting machines or deep neural networks raises significant concerns 

regarding bias, fairness, and accountability. Consequently, there is a growing emphasis on 

interpretability techniques that can provide transparent insights into model behavior without 

sacrificing predictive performance. 

Post hoc interpretability methods have emerged as a pragmatic solution, aiming to 

"explain" the decisions of already-trained black-box models. These methods are particularly 

valuable because they allow for retrofitting explanations without the need to alter or retrain the 

original predictive models. Nonetheless, with numerous methods available, each with different 

operational assumptions and output formats, there remains a need for systematic comparison 

and practical guidance. 

 

2. Literature Review 

The interpretability of machine learning models has been a topic of active research well. 

Early foundational work by Ribeiro et al. (2016) introduced Local Interpretable Model-

agnostic Explanations (LIME), which approximates the local behavior of any model by 

training interpretable surrogate models on perturbed data points. LIME emphasized the need 

for faithfulness and interpretability simultaneously, paving the way for broader interest in local 

explanation frameworks. 

Following LIME, Lundberg and Lee (2017) proposed SH appley Additive ex 

Planations (SHAP), grounded in cooperative game theory. SHAP assigns each feature an 

importance value for a particular prediction, ensuring properties such as local accuracy, 
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consistency, and missingness. SHAP quickly became a popular benchmark due to its strong 

theoretical guarantees and versatility across models. 

Global interpretability methods also saw major advances. Partial Dependence Plots 

(PDPs) (Friedman, 2001) provided ways to visualize the marginal effect of selected features on 

the predicted outcome, although they suffer from assumptions of feature independence. 

Accumulated Local Effects (ALE) plots (Apley and Zhu, 2016) emerged to mitigate such 

biases by conditioning on the actual data distribution rather than assuming independence. 

 

3. Objective and Hypothesis 

The objective of this study is to conduct a comparative evaluation of leading post hoc 

interpretability techniques as applied to complex, nonlinear predictive models. Specifically, we 

aim to assess these methods based on the quality of explanations they produce, their 

computational efficiency, and their applicability across various model types. 

We hypothesize that while no single interpretability method will dominate across all 

evaluation criteria, SHAP will generally outperform alternatives in terms of explanation 

faithfulness, whereas LIME may provide more intuitive but less reliable explanations. 

Furthermore, global methods like PDPs will prove valuable for feature importance visualization 

but will struggle with models exhibiting strong feature interactions. 

 

4. Methodology and Metrics 

We conducted comparative experiments using publicly available datasets, including the 

UCI Adult Income dataset and the Lending Club loan default dataset. Complex models such as 

XG Boost, Random Forests, and Multi-Layer Perceptrons were trained on these datasets. 

Interpretability techniques—LIME, SHAP, and PDPs—were applied post-training. 

The metrics used for evaluation include explanation fidelity (how well the explanation 

approximates the model's actual behavior), computational cost (time to generate explanations), 

and user trust (measured via a small survey with domain experts assessing the clarity and 

usefulness of explanations). Fidelity was quantitatively measured using local approximation 

error (for LIME) and consistency with Shapley axioms (for SHAP). 
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Table 1: Overview of Datasets and Models Used 

 

Dataset Model Features Task 

UCI Adult Income XG Boost 14 Binary Classification 

Lending Club Loan Default Random Forest 10 Binary Classification 

 

 

5. Techniques and Tools 

For implementation, we utilized Python libraries such as Scikit-learn, XG Boost, and 

the SHAP and LIME packages. Partial Dependence Plots were generated using the plot 

partial_dependence module in Scikit-learn. 

SHAP values were calculated using Tree Explainer for tree-based models and Deep 

Explainer for deep networks. LIME explanations were generated using local linear 

approximations fitted to perturbed datasets. PDPs and ALE plots were also compared where 

applicable. 

 

Table 2: Summary of Techniques Compared 

 

Technique Type Model-agnostic Local/Global 

LIME Surrogate Modeling Yes Local 

SHAP Additive Feature Attribution Yes Local & Global 

PDP Marginal Plotting No Global 
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6. Quality Assurance 

To maintain scientific rigor, all experiments were conducted three times with different 

random seeds to ensure consistency. Cross-validation techniques were applied when training 

the base predictive models to avoid overfitting. 

We adhered to reproducibility standards by releasing code scripts and configuration 

files, ensuring other researchers could replicate the experiments. The study followed TRIPOD 

guidelines (Transparent Reporting of a multivariable prediction model for Individual Prognosis 

or Diagnosis) where applicable, particularly in reporting experimental details and evaluation 

metrics. 

Moreover, an internal peer-review process was conducted within our research group to 

vet the findings before publication. 

 

7. Limitations and Potential Biases 

While our study provides valuable comparative insights, several limitations must be 

acknowledged. First, the user trust metric based on expert interviews may suffer from subjective 

biases, and a broader survey would be necessary to generalize findings. 

Second, computational costs measured in our study are hardware-dependent, and actual 

times may vary based on different system configurations. Also, the choice of datasets might 

limit generalizability; more complex real-world data, such as electronic health records, might 

reveal different strengths and weaknesses. 

Finally, ethical considerations regarding the use of interpretability tools were considered 

but not deeply explored; future work should examine whether explanations can inadvertently 

mislead users by oversimplifying model behavior. 

 

8. Conclusion 

As machine learning systems increasingly influence critical decision-making processes, 

the demand for transparent and interpretable models has become more urgent. This paper 

presented a comparative analysis of leading post hoc interpretability techniques for complex 

nonlinear predictive models. Our study found that while SHAP offers the highest fidelity and 

theoretical consistency, it often requires significant computational resources. LIME remains an 
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attractive alternative for quick, intuitive insights but risks producing explanations that may not 

fully reflect the underlying model behavior, particularly in the presence of complex feature 

interactions. Global techniques such as Partial Dependence Plots (PDPs) are helpful for broad 

feature impact analyses but are susceptible to bias when features are correlated. 

Overall, no single interpretability method can be deemed universally optimal. The 

choice of technique must be informed by the specific application needs, whether it be 

computational efficiency, explanation accuracy, or user comprehensibility. Future research 

should continue to explore hybrid approaches that combine the strengths of different methods, 

develop new evaluation metrics for interpretability quality, and investigate the ethical 

implications of explainable AI systems. As the field progresses, explainability must be 

integrated not just as a technical add-on but as a core design principle of machine learning 

workflows. 
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