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Abstract: The combination of bioinformatics and artificial intelligence (AI) has made significant progress in the current phase. 
AI technology, especially deep learning, has been widely used in biology, resulting in many innovations. Currently, AI plays a 
key role in genomics, proteomics, and drug discovery. Deep learning models are used to predict protein structures, discover 
potential drug compounds, interpret genomic sequences, analyze medical images, and make personalized medical 
recommendations. In addition, AI can also help accelerate the processing and interpretation of biological big data, helping 
biologists to understand complex problems in the life sciences more deeply. Compared to traditional genetic data analysis 
methods, AI combined with bioinformatics methods are often faster and more accurate, and are capable of processing large-scale, 
high-dimensional biological data, opening up unprecedented opportunities for life science research. In this paper, the whole 
genome data and biomedical imaging data are used from the perspective of Bayesian hypothesis testing. Genome-wide 
association analysis, led by large-scale multiple tests, is a very popular tool for identifying genetic variation points in new 
complex diseases. In genome-wide association analysis, tens of thousands of SNPS need to be tested simultaneously to find out 
some SNPS related to traits. These tests are related due to factors such as linkage imbalances in the genetic process, and the test 
questions are set against the background of high-dimensional data (p >=n). 

Keywords: Bayesian hypothesis; Large-scale genomes; Artificial intelligence algorithm. 
 

1. Introduction 
Bayesian network is a probabilistic graph model. On the 

one hand, it uses the structure of directed acyclic graph to 
describe the intrinsic relation between random variables from 
a qualitative point of view. On the other hand, on the basis of 
directed acyclic graph structure, the problem is decomposed 
by using the knowledge of probability theory, and the 
conditional probability parameters of each parent and child 
node are used to quantitatively describe the degree of 
influence between each variable, and the complex joint 
distribution is simplified into a series of simple local 
distribution! . Bayesian networks can not only well mine the 
complex dependence relationship between variables, but also 
have powerful reasoning ability, and the whole theory is easy 
to understand and learn, and has become a very beneficial tool 
to understand the uncertainty problem. In recent years, 
researches on Bayesian networks have emerged in an endless 
stream, and Bayesian network models have been applied to 
various fields, such as medicine and health technology [1], 
engineering [2], and environmental science [3]. 

The Bayesian network model of large-scale genomic data 
based on AI technology to solve practical problems often 
includes three steps, namely structure learning, parameter 
learning and knowledge reasoning. The process of structure 
learning is the process of training a directed acyclic graph that 
can fit the relationship between variables to the greatest extent 
through some structure learning algorithm. Parameter 
learning is also called parameter estimation[4]. After 
completing structure learning, conditional probability 
parameters in the conditional probability distribution table of 

each node need to be learned to describe the correlation 
strength between variables from a quantitative perspective. 
Thus, Bayesian network learning is completed. 

 

 
Figure 1. Construct genome-wide interaction network and 

gene expression regulation network; Construct a 3D 
structure map of chromatin 

 

Therefore, based on the expression profile data, a network 
model of gene interaction can be established, which can be 
called reverse engineer ing[5]. Common gene regulatory 
network models include Boolean network model, linear 
combination model, Markov model, weighted matrix model, 
mutual information association model and Bayesian network 
model. 
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2. Related Work 

2.1. Bayesian method 
The Bayesian network parameter is to calculate the 

posterior probability P(θ|S) and use it as the premise for 
estimating the parameter. The basic idea of Bayes is a 
relatively complete set of instance data D and a topological 
structure S and a distribution with unknown parameters, θ 
represents a random variable, its prior distribution is denoted 
P(θ), and P(θ) follows uniform distribution, P(θ|S) is called 
the posterior probability of the parameter θ. If the Dirichlet 
distribution is used as the prior distribution, then: 

 

     (1) 

 
If the above formula is used in the case of incomplete 

genomic data, θ as a parameter transforms into the following 
algorithm: 

 

      (2) 

 
Where nijk meets the condition in sample set D :Xi=xik, 

and the verified Bayesian grid result is: 
 

   (3) 

 
For the probability parameters of incomplete genetic data, 

their main idea is the same, both are to use the existing data 
to infer the missing data, and then continuously repair the 
missing data to improve the database, so as to achieve cyclic 
iteration to gradual refinement. 

2.2. ESL-GA algorithm 
ESL-GA algorithm uses an elite-guided adaptive genetic 

algorithm to train the optimal Bayesian network structure, 
which reduces the time complexity of the algorithm to a 
certain extent, and also provides a practical method for better 
learning Bayesian networks of different sizes under small 
training data, which makes me see a breakthrough to solve the 
above pain points[6-8]. Therefore, this paper introduces the 
idea of ensemble learning, takes ESL-GA algorithm as the 
base learner and uses the fusion strategy of weighted average 
method to construct the Bayesian network hybrid structure 
learning algorithm EN-ESL-GA. 

In order to further improve the accuracy and reliability of 
ESL-GA algorithm in learning the final structure of Bayesian 
networks, and make the ESL-GA algorithm better applied to 

practical problems, a new Bayesian network structure 
learning algorithm EN-ESL-GA is proposed by introducing 
parallel integration idea into ESL-GA algorithm. 

(4) 

The EN-ESL-GA algorithm performs one ensemble 
learning on the Bayesian network structure learned multiple 
times based on the ESL-GA algorithm, and the training 
number of the base learner is usually set to 20. Firstly, 20 
sample datasets are randomly sampled from the original 
datasets. ESL-GA algorithm is used to learn the structure of 
Bayesian networks on each sample dataset, and the adjacency 
matrix and BDeu score of each learned Bayesian network are 
recorded. Then, the maximum and minimum BDeu scores of 
each network are normalized as the weights of the 
corresponding adjacency matrix, and the weighted average of 
all adjacency matrices is performed to obtain a transition 
matrix representing the strength of causality between 
variables[9]. The edge with weak causality in the transition 
matrix is filtered out according to the pre-set rush value, so as 
to obtain a fusion matrix. Finally, the fusion matrix is de-
looped and the maximum number of parent nodes is restricted 
to obtain the integrated Bayesian network structure. 

3. Methodology 

3.1. Evaluation index 
To evaluate the performance of a Bayesian network 

structure learning algorithm, Fi, Sensitivity and Specificity 
were used to evaluate the learned Bayesian network structure. 
The relevant formulas are shown in formulas (5～7). Where, 
F balances Precision and Recall; Sensitivity (recall rate), that 
is, the true positive rate, represents the ratio of the number of 
correct edges learned in the current network to the number of 
edges present in the general network[10-11]; Specificity 
represents the ratio of the number of edges that do not exist in 
both the current network and the end of the universal network 
to the number of edges that do not exist in the general network, 
that is, the true negative rate. The closer these three indicators 
are to 1 at the same time, the more accurate the final structure 
of the Bayesian network we learn. 

     (5) 

 

            (6) 

 

      (7) 

 

       (8) 

3.2. Experiment and result 
In order to explore the Bayesian network structure learning 

performance of EN-ESL-GA algorithm, K2 and Max are used 
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the Hybrid Structure Learner Using Genetic Algorithms, 
Maximum Weight Spanning Tree (MWST), The Hybrid 
Structure Learner using Genetic Algorithms, the Diversity-
guided Site-specific Rate Genetic Algorithm, HSL-GA, The 
diversity-guided Site-specific rate genetic Algorithm, 
DiGSiR-GA) [12] DiGSiR-GA (the DiGSiR-GA Using the 
Parent Set Crossover Operator, DiGSiR-GA-PSX) and ESL-
GA[13] are used as comparison algorithms. Taking into 
account the randomness of the data set as well as the 
algorithms themselves, all algorithms were run on 20 

different random samples of the same size, recording the 
average performance metrics of each algorithm. In addition, 
since both K2 algorithm and MWST algorithm are 
deterministic algorithms, in order to ensure fairness, the node 
order is randomly determined as the input of K2 algorithm in 
each experiment without prior knowledge. Similarly, because 
the MWST algorithm needs to give the root node in advance, 
it uses the randomly generated root node to learn the structure 
20 times. The method parameter Settings of other genetic 
algorithms on genetic databases are consistent. 

 

 
Figure 2. Variation curve of average BDeu score of Bayesian network structures under different data sets 

 

Although EN-ESL-GA algorithm solves the problem of 
low accuracy and reliability in learning Bayesian network 
structure with small training data set, its time complexity also 
increases greatly with the increase of network scale, which is 
mainly spent on calculating multiple BDeu scores[14]. 
Therefore, this algorithm is only suitable for learning 
Bayesian network structure in small and medium-sized 
networks with limited hardware conditions. 

 

 
Figure 3. Genome data EN-ESL-GA algorithm and MA-
EN-ESL-GA algorithm performance variation diagram 

As can be seen from the experimental results, there are many 
different forms of genomic data algorithm analysis model 
under AI technology, among which EN-ESL-GA algorithm 
and traditional Bayesian algorithm are more popular. 
Combined with Bayesian network, it is a probability graph 
model, which uses Bayesian probability to represent the 
dependency relationship between variables. Bayesian 
parameter learning is usually used to estimate the parameters 
of the network[15]. ESL-GA is more focused on finding the 
best network structure through search algorithms. And 
Bayesian networks usually require prior information that 
explicitly specifies the probability distribution, which may 
require input of domain knowledge. ESL-GA does not 
necessarily need this prior information, it can search to find 
the best structure, and then can estimate the parameters 
through parameter learning. Combined with the global search 
capability of genetic algorithm and the probabilistic modeling 
capability of hybrid Bayesian networks, potential 
probabilistic relationships can be discovered in large-scale 
genomic data. Bayesian networks can often handle 
uncertainty and noise between variables, making them robust 
in genomic data analysis. Finally, genetic algorithms can 
optimize the network structure through the evolutionary 
process and help find the best model suitable for the data. 

4. Conclusion  
Artificial intelligence data mining technology is widely 

used in today's business and industry, but its application in 
biomedicine, especially in the field of genomic information 
analysis, is still in the initial stage. In order to have greater 
application value in medicine, we need to actively explore 
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data mining. In the face of the complexity and particularity of 
medical information acquisition, the mining algorithm also 
has high efficiency and robustness[16-17]. Therefore, in the 
future, genome data analysis algorithms based on AI may 
continue to develop, including the following directions: More 
complex deep learning models: Deep learning has shown 
great potential in genomic data analysis, and more complex 
deep learning models may appear in the future, which can 
better mine the information in genomic data; Integration 
methods, which integrate different algorithms (such as 
genetic algorithms, Bayesian networks, deep learning, etc.) 
together for better performance and robustness; 
Reinforcement learning, which uses reinforcement learning to 
optimize the decision-making process of genomic data 
analysis to achieve more precise results; Large-scale data 
processing, with the accumulation of genomic data, the 
development of efficient large-scale data processing 
algorithms will become more important[18-20]. 

Overall, the field of genomic data analysis remains an area 
full of challenges and opportunities, and future developments 
are likely to combine multiple AI techniques to better 
understand the complexity and biological significance of 
genomic data. 
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