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Abstract- The amount of images or the pictorial dta is growing day by day with the expansion of imrnet services. As
the network and development of multimedia technologs are becoming more popular, users are not satisfl with the

traditional information retrieval techniques. So novadays the content based image retrieval are becong a source of
exact and fast retrieval. . It is very difficult for the users to retrieve the required images using aperative and efficient
mechanism. There are many techniques which are usem retrieve the images depending upon the requireemt of

different applications. This paper provides an extesive review of various latest research work and ntkodologies applied
in the field of CBIR. Images are retrieved on the bsis of automatically derived features such as, texe, shape and color
which is generally referred to as Content-Based Inge Retrieval (CBIR). Content based image retrievais an important

research area in image processing, with a vast dommeof applications like recognition systems i.e. figer, face, biometrics,
medical sciences etc. However, the technology kldcks maturity, and is not yet being used on a ghificant scale. In the
absence of hard evidence on the effectiveness of IBBechniques in practice, opinion is still sharplydivided about their

usefulness in handling real-life queries in largerad diverse image collections. The concepts whichepresently used for
CBIR system are all under research.

Keywords — CBIR, Feature Extraction, Image Retrieva

|. INTRODUCTION

In many areas of government, academia, commerck haspitals, large collections of digital images &eing
created. Many of these collections are the prodfidigitizing existing collections of drawings, péings, analogue
photographs, diagrams and prints. Usually, tHg way of searching these collections was by keyliodexing,
or simply by browsing. Digital images databases énav, open the way to content-based searchindisnpaper
we survey some technical aspects of current cot@sed image retrieval systems.

Effective and operative retrieval of images frodame data base is a very difficult task. Therefibre retrieval
of similar and relevant images based on the siitylaetween automatically derived content featugesh as color
shape, texture, etc of the query image and thdhefimages which are stored in the data base aatdtdbk is
popularly known as content based image retrievia¢ fEBrm color can be achieved by the techniquésdram and
averaging [4]. The term texture refers the useaiftor quantization or transforms. The term shaphésuse of
gradient operators or morphological operators [4é. accuracy of the CBIR system can be improvedhbyterative
refinement process of the queries and the feathegsare decided by the users’ feedback [5]. Angeneonsists of
global and local features. Depending upon the pioblve can use the features of our interest tceketrine images
from a database [3]. Some of the major areas dfcagpipns of CBIR are: medical diagnosis, Intelledtproperty,
art collections, crime prevention, military and evegring design and geographical information amdate sensing
systems.

The steps that are to be followed in the systerizeggn of CBIR are [1]:
1. Image acquisition

2. Feature Extraction
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3. Similarity Matching

The query images undergo three stages. A large eunfimages are stored in the database. Imageneaiment
takes place where various techniques are applietth@image to improve its quality like histogram mipaulation
.The enhanced image is then subdivided and segthemtget the color, texture and edge density featfwrming a
feature vector. The resultant feature vector cardrapared with the feature vector of the query ienf]. The
closest image in comparison with the query imagenfthe feature database is returned. The resteopéper is
organized as follows. Feature Extraction technicaresdiscussed in section Il. Similarity Matchicgncepts are
presented in section Ill. The correctness of athoriis deliberated in section IV. Accuracy of diffat features is
discussed in Section V. The statistical compariebi€BIR Processes is conferred in section VI. $ec¥Il &
Section VIII presents conclusion and references.

II. FEATUREEXTRACTION TECHNIQUES

In image processing, feature extraction is a spémim of dimensionality reduction or it is a preseof reducing the
dimensions of an object. When the input data talgorithm is too large to be processed and it s&psaoted to be
notoriously redundant then the input data will bensformed into a reduced representation set déifes (also
named features vector). Transforming the input ddtathe set of features is called feature eximact

A. Color-based retrieval-

Color is considered as the most dominant and djstéhing visual feature. Generally, it adopt histogs to
describe it. A color histogram describes the glotabr distribution in an image and is more freqlemnised
technique for content-based image retrieval becatige efficiency and effectiveness.

A.1. Mean and standard deviation features of Célmtogram [4]

In this method the input RGB image is convertedatgrayscale image. The Laplacian filter is appliecthe

grayscale image. The filtered image is quantizéol 82 bins. The mean and standard deviation ofipixeeach bi
is calculated.

1 N
IUJZNZ:;XH @)

1Y 2
JF\/—Z(XJi ~H) (2)

N =
Where H; is the mean andfj is the standard deviation of particular bin |
A feature vectolf, ={ 14, ldy,.... i35, 0,,0,,....0,,} Will be calculated for all the images stored ie thatabase
and for the query image.
A.2 Efficient CBIR using Color Histogram processj&h
In this approach two methods are investigated éscdbing the contents of images. The first mettioaracterizes
images by global descriptor attributes and the s&d® based on the color histogram. The cross letioa value

and image descriptor attributes are calculated poithe histogram implementation to make CBIR meffeient.

A.3. Quantized Histogram Color Features [14]

I El
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In this method the input RGB image is convertedhtensity (grey scale) image. It is then convetidhistogram
equalized (HE) image and Laplacian filter is applie the HE grey scale image to sharpen the inEge statistical
quantized color histogram features are extracteth fsharpened grey scale image using different nummbe
guantization bins.

B. The retrieval based on texture feature-

Texture feature in an image is achieved primarifyniodeling texture as a two-dimensional gray lexagliation.
Textures are characterized by differences in bnigbd with high frequencies in the image spectrumeyTare useful
in distinguishing between areas of images with Isimtolor A variety of methods has been used foasneng
texture similarity; the best- established dependcomparing values of what are well-known as seconuidy
statistics estimated from query and stored images.

C. The retrieval based on shape feature-

Shape information’s are extracted using histogrdradge detection. Techniques for shape featureaEtktn are
elementary descriptor, Fourier descriptor, templatgching, Quantized descriptors, Canny edge deteetc.
Shape features are less developed than their aalbtexture counterparts because of the inheranplexity of
representing shapes.

D. Feature extraction using Color and Texture —

D.1 Wavelet Based color histogram [9]

In this method the color features are extractedudin color histogram and the texture features btaired by using
wavelet transformation. Wavelet transforms extmaftirmation from signal at different scales by pagghe signal
through low pass and high pass filters. Haar waselee used mostly because it enables us to setitk wavelet
computation phase for thousands of sliding winde@fisarying sizes in an image. The Haar wavelet'shero
wavelet function¥(t) can be described as:

10stst
2 3)

=) 1
Y (1) = 1,25t<1

0, otherwise

Scaling functionp(t) is given as:

10<t<1
at) = . (@)

0,otherwis
D.2. Feature extraction based on class signatuiraagfe [10]
In this method local descriptors are used to desdtie visual contents of the image. The circudatars are used to
represent local first order moments for color featextraction. Local direction technique is usedtéxture feature
extraction. The hash indexing of images, color prtps are used to map the database images irgseslaHash
indexing speeds up the search and enhances tlearsygsalability for large databases.

E. Feature extraction based on color and shape{12]

In this approach color and shape features are ¢wdlib improve the performance of the CBIR systé#®/ color
quantization and curvlet transform are integratedxtract the features. Color histogram is gendrbjequantizing
the HSV color space into 24 non-uniform bins basedHSV soft decision. Digital curvlet transformused to
extract the shape features. The generated HSV tddtmgram and the curvlet features are then coesbiand
weighted for retrieving the images.

F. Feature extraction using color and Edge[15]-
In this approach image histogram feature is extdhbly converting an image to grey color space heddarmulae
of Eq.(5) is applied. So the histogram value maioids only values between zero and one.
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n =sum (ni) when i=1to k (5)
wheremi is the histogram, n is the total number of obs@mmatand k is total number of bins
Image is segmented to extract red, green and lalee ¢alues and these values are stored in theixn&tanny’s
edge detection technigue is used to detect edgkstared into a 2D matrix. The maximum value ofteeglumn is
taken from the generated matrix and the valuesstyeed in a new matrix. For final matching all theta is
accumulated into a single matrix.

G. Feature extraction using Edge and Texture [7]

In this technique, the edges of the image are edaby applying slope magnitude method on grasiefitthe
image in horizontal and vertical directions. Thangforms is applied on each of the column of okthifmask
shape’. The row mean of these transformed colunskrslaape is obtained and treated as image sigrfatu@BIR.
The row mean for individual R, G and B planes fothes feature vector. It is possible to obtain 2dateons of this
CBIR technique by using four gradient operators elgrRoberts, Sobel, Prewitt and canny with sevehogional
image transforms namely DCT, Haar, Walsh, slaekr&, DST and Hartley.

H. .Feature Extraction using Color, Texture and Ed1]

In this method color features are extracted usistpgrams. Four texture features namely Tamura ¢barseness,
contrast, and directionality) and energy are used.

Directionality is given by EqQ.6:

8 — E + tan—l Ah(nO’ nl)
Ah(ng,n,)

Energy for an image is calculated by the followfagnulae:

M N
E=>> 0. j) (7)
i=1 j=1
I. Feature extraction using Color, Shape and Textur

(6)

I.1Feature extraction using GLCM [6]

In this approach, the grey level co-occurrence im@@GLCM) is used to extract the texture featurése features
obtained using GLCM are contrast, correlation, gmeand homogeneity. Histogram is used for colottuea
extraction.

I.2. Feature extraction using image and its com@etj16]

In this approach color, texture and shape all arelined to achieve higher retrieval efficiency gsimage and its
complement. The image and its complement are jpangitl into non-overlapping tiles of equal sizese Teatures
are extracted from conditional co-occurrence histots between image tiles and corresponding iméegeiti RGB
color space.

I.3. Feature extraction using Dominant color [18]
In this method each image is divided into 8-coguasitions of the RGB color space. The centroig@ath partition
is selected as the dominant color. The textureufeatare obtained from GLCM. Invariant moments i@dgent
vector flow fields are used to extract shape femtuA combined feature vector for color, texture ahape is
constructed.

[ll. SIMILARITY MATCHING

The CBIR process is used for general applicatitkesrecognizing patterns biometric data. We neecbtopare two
images and check whether they are similar or thajcmor not. To compute this, it is required to daertain
techniques by which one can statistically evalifat®o images are similar or not. It is for thisason that similarity
measurement is done. Once we extract a set ofrésatwe need compare the extracted feature fofasityifor; it

I El
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is believed that if good sets of features are ete¢d the similarity between 2 images is given bwttlose the
extracted features are of the two images.

A. Sum-Of-Absolute Difference (SAD) [4]-
The sum-of-absolute difference (SAD) between theaeked query feature vector Fg and database &eaaator Fp
will be calculated for all features, as given be&&q

As=Zn:|(Fp(i)—Fq(i))| where i=1,2,...n (8)

B. Mean Squared Error (MSE) [7]-
If Vpi and Vqi are the feature vectors of image &d Query image ‘Q’ respectively with size ‘n’eththe MSE
can be given by Eq. 9.

MSE=Y"(V, —V,)? ©)
i=1

C. Histogram Intersection Distance [9]
The color histogram intersection was proposed fdorcimage retrieval. The intersection of histogsamandg is

given by Eq.10:
Y>> min(h(a,b,c),g(a,b,c))
d(h,g)=-~-—2-—C— (10)
min(|h|,|g[)

where | and ¢| gives the magnitude of each histogram, which isattputhe number of samples

D. Euclidean Distance [10]-
The Euclidean distance is mostly used becauss efttplicity. The smaller the distance, the moneilsir the image
is. The Euclidean distance between two poimtél, t2,...tn andQ=(ql, g2,...gh in Euclidean n-space is given as

Sqrt(Sum(i-qi)2)).

E. Manhattan Distance [12]-
The Manhattan distance measure is given by Eq.11:

Dy (a.,1) :Zl qu - fij | (11)
e

Where DM(q, i) is the Manhattan distance betweenfdature vector of the query image and every imag¢he
database. fq and fi are normalized feature vedtorthe query image and database image respectiaetyn is the
number of dimensions of both fq and fi.

F. Canberra Distance [16]-
The Canberra distance is often used for data sedtsgound an origin. The generalized equation
is given in the form

& |Q-R|
IR =25 7R 2

G. Histogram Euclidean Distance-
Let h andg represent two color histograms. The Euclidean distebetween the color histografmsandg can be
computed as:

|JE(‘;_§EI
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d*(h,g) =33 (h(ab.c)-g(ab,c) (13)

A B C

IV. MEASURING THE CORRECTNESS OF AN ALGORITHM

The performance of retrieval of the system can lasuared in terms of precision and recall [7]. Thexision and
recall can be calculated by using Eqg.14 and Eq.15.

- Numberof relevanimagesetrieved
Precision= (14)

Totalnumberof imagegetrieved

Numberof relevanimagesetrieved
Totalnumberof relevanimagesn database

Recall=

(15)

A. Average Precision and Average Recall [10]-

If R is the number of images relevant for the quemgge and A is the total number of retrieved insagken the
Precision of result is fraction of retrieved imageat are truly relevant to the query image. Pieniss given by the
Eq.16. For r runs of different query images therage precision is calculated by Eq.17.

P=R/A (16)
Pug = Sun{R)/r i=1,2,.....,r 17)
Recall is calculated by Eq.18. for r runs ,the agerprecision can be calculated using Eq.19.
L=R/C (18)

Lo = Sunfly)/r i=1,2,.....,r (19)

Table-1. Overall Average Precision-Recall [10]

Measure MADS(Minimum accepted degree of similarity)
[0.1]
0.00 0.25 0.50 0.55 0.60
Average 0.39 0.40 0.50 0.55 0.73
Precision
Average 0.39 0.38 0.21 0.13 0.07
Recall

V. ACCURACY TABLES FOR DIFFERENT FEATURES
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Accuracy table for different features is shown able-2.
Table- 2.Accuracy table for different features
Features Precision Recall Accuracy
Texture Based[6] 50% 70% 60%
Color Based[6] 50% 70% 62%
Shape Based[6] 40% 80% 60%
Combination of Color, 30% 70% 50%
Texture and Shape
Based[6]

VI. COMPARISON OF RESULTS

The statistical comparison of CBIR Processes &hasvn in the Table 3.

ISSN 2277-1956/V2N2-808-816
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Table - 3. Statistical comparison of CBIR Processe

815

Application Feature Feature Similarity Performance| No of No of | Accuracy
extraction vector measuring measuring Images | queried Rate
method generated Technique Technique in images
database

Retrieving Saliency estimation Fuzzy compactness Fuzzy - - - -
images from a| from local property vector compactness
heterogeneou

database[3]

Retrieving Color histogram and  Mean and Standard | Sum of absolute | Precision and| 1000 - Good
images from a| Laplacian filter Deviation of pixels difference(SAD) Recall

database[4]

Image Low level features | GLCM,histogram and Euclidean Precision and 90 10 Better as
retrieval from like color,texture shape features distance Recall obtaining
a database[6] and shape (Area,eccentricity, with

euler number, filled single
area) feature
CBIR using Gradient operator Edge texture row Means squared Average 1000 55
seven image and means for individual error(MSE) precision and
transforms slope,magnitude R,G,B planes recall
and four technigue with
gradient image transforms
operators[7]
Enhanced Color histogram Cross correlation value L1-norm Precision and - - -
efficiency of processing and image and image (histogram recall
retrieval descriptor attributes comparison)
system[8
Retrieval of Color and texture Color histogram and Histogram Precision and| 1000 - Increase
images from wavelet based intersection recall in the
database[9] histogram distance retrieval
speed
Semantic Color, texture and Color histogram, Hue comparison - - - -
image shape features and Tamura, energy ,edge
retrieval[11] reducing feature detection and Zernike
database moments
To improve Color quantization | Combined HSV color Mahantan Precision 565 20 57.5
the with curvelet histogram and curvelef distance metric
performance transform feature
of CBIR[12]
For robust Quantized Statistical color features Sum of absolute - 1000 - good
CBIR[14] histogram color from bins, laplacian difference(SAD)
features based on sharpened images,
laplacian filter mean and standard
deviation
To provide Dynamic dominant Dominant color, Weighted Precision and| 1000 - -
robust feature| color, shape and | GLCM, gradient vector Euclidean recall
set for texture flow field distance
CBIR[17]

VII. CONCLUSION

This paper provides an overview of the functioyatif content based image retrieval systems. Mostesys use
color and texture features, few systems use shegueire, and still less use layout features. Thigepaiscusses
about various feature extraction methods, similamieasurement techniques and the various applitsatid has
been found that variation in feature extraction hodblogies can ensure the better and more accretiteval of
relevant images from the large database. Similanggasuring parameters play a major role by progidhe faster
mechanism for comparison such as Sum of Absolufferd@nce, which is computationally very less thiae widely
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used Euclidean Distance along with retrieval obvaht images. In many cases it has been foundSthat of
Absolute Difference provide better retrieval conparto other distances like Euclidean Distance, tittharya
Distance and Mahalanobis Distance. The CBIR systismdepends on the size of the database.
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