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Abstract: 

Accurate identification of DNA-binding proteins (DBPs) is critical for both understanding 
protein function and drug design. DBPs also play essential roles in different kinds of 
biological activities such as DNA replication, repair, transcription, and splicing. As 
experimental identification of DBPs is time-consuming and sometimes biased toward 
prediction, constructing an effective DBP model represents an urgent need, and 
computational methods that can accurately predict potential DBPs based on sequence 
information are highly desirable. In this paper, a novel predictor called DeepDNAbP has been 
developed to accurately predict DBPs from sequences using a convolutional neural network 
(CNN) model. First, we perform three feature extraction methods, namely position-specific 
scoring matrix (PSSM), pseudo-amino acid composition (PseAAC) and tripeptide 
composition (TPC), to represent protein sequence patterns. Secondly, SHapley Additive 

exPlanations (SHAP) are employed to remove the redundant and irrelevant features for 
predicting DBPs. Finally, the best features are provided to the CNN classifier to construct the 
DeepDNAbP model for identifying DBPs. The final DeepDNAbP predictor achieves superior 
prediction performance in K-fold cross-validation tests and outperforms other existing 
predictors of DNA–protein binding methods. DeepDNAbP is poised to be a powerful 
computational resource for the prediction of DBPs. The web application and curated datasets 

in this study are freely available at:  http://deepdbp.sblog360.blog/. 
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1. Introduction  

DNA (Deoxyribonucleic Acid)-binding proteins are proteins that have specific binding 
affinity. They interact with DNA and are involved in various biological activities [1], [2]. For 
example, transcription factors (TFs) help with DNA transcription, nucleases cut DNA 
molecules, and histones are engaged in the packing of chromatin into the nucleus [3]. DNA-
binding proteins (DBPs) are vital components of antibiotics, steroids, and other drugs treating 
cancer and genetic illnesses. DBPs are involved in regulating gene expression and the process 
of DNA synthesis. The most crucial intercellular and intracellular function of DBPs are DNA 
replication, repair, transcription, modification, recombination, and other biological activities 
associated with DNA [4]. Traditionally, researchers have identified DBPs through wet-lab 
experimental techniques such as chromatin immunoprecipitation on microarray (ChIP-chip), 
genetic analysis, and X-ray crystallography. However, wet-lab experimental techniques are 

costly and time-consuming. Hence, it is highly desirable to develop accurate and cost-
effective prediction methods for accurately and rapidly identifying DBPs. 

Over the last few decades, many computational methods have been developed for predicting 

DBPs [5], [6]. Most of these methods define DBP identification as a binary classification 
problem: Their goal is to predict whether the inputted protein is a DBP or not. These methods 
can largely be categorized into two groups: structure-based methods and sequence-based 
methods. Structure-based methods rely on structural information of the proteins including 
spatial distribution, net charge, electrostatic potential, and dipole and quadrupole moment 
tensors [7], [8]. Although structure-based methods show great predictive performance, their 
application is limited, since the structural information of proteins is not always adequate [9]. 
Some structure-based methods, including DBD-Hunter [6] and iDBPs [8], use both structural 
and sequential information of proteins. Sequence-based methods can overcome the 
limitations of the structural approach since sequence features are normally easier to extract 
and acceptable to use. There are three types of sequence-based features: (1) composition-

based features, such as amino acid composition (AAC) [10], dipeptide composition (DPC) 
[11], and pseudo AAC (PseAAC) [12]–[14]; (2) autocorrelation-based features like auto 
crosscovariance [15], [16], normalized Moreau-Broto Autocorrelation [9], and 
physicochemical distance transformation [17]; and (3) profile-based features, including 
position-specific score matrix (PSSM) [18]–[20] and hidden Markov model (HMM) [21]. 
Among these, profile-based features generally perform best, so the development of sequence-
based DBP predictors has become an urgent demand in bioinformatics research.  

Previous studies have highlighted the significance of PSSM-based features for boosting DBP 
prediction. For example, Kumar et al. successfully obtained evolutionary information 
attached to the PSSM profile to identify DBPs [18]. Waris et al. developed an innovative 
method by combining the PSSM profile with dipeptide composition and split AAC [19]. In 
recent years, scientists have developed a series of sequence-based methods to identify DBPs, 
including iDNA-Prot [22], PseDNA-Pro [17], iDNAPro-PseAAC [20], iDNA-Prot|dis [23], 
Local-DPP [24], HMMBinder [21], IKP-DBPPred [5], iDNAProt-ES [25] and DPP-PseAAC 

[13]. These methods use only sequence information and identify DBPs using machine-
learning algorithms, such as support vector machine (SVM) [25] or random forest (RF) [22], 
[24]. In iDNA-Prot [22], the RF algorithm is adopted to train the DBP identification model 



 

 

with Chou’s pseudo-amino-acid composition (PseAAC) [26], [27] extracted by a grey system 
theory [28]. In PseDNA-Pro [17], three kinds of sequence-based information (amino acid 
composition, physicochemical distance transformation, and PseAAC) extracted from protein 
sequences are used to generate the feature vector of protein data, then the SVM algorithm is 
employed to generate the identification model. In HMMBinder [21], the HMM profiles are 
first generated by HHblits [29], then the monogram and bigram features are generated from 

HMM profiles, merged with each other as the final feature vector, and finally, the SVM 
algorithm is used to generate a DBP identification model. In DPP-PseAAC [13], Chou’s 
general PseAAC  [26], [27] is used to generate a protein sequence, the RF and SVM-RFE 
(support vector machine recursive feature elimination) algorithms are used to rank features, 
and finally, the algorithm of SVM is employed to obtain the final prediction model. Despite 
these methods provided by researchers, there remains room for further improvement in 
accurately identifying DBPs from protein sequences. 

In this paper, we introduce a sophisticated method for identifying DBPs to further improve 
DBP prediction. Firstly, 1,052 DBPs and 1,052 non-DBPs were collected from the Protein 
Data Bank (PDB) [30] and used to train and test the prediction model. Secondly, we 
generated a feature representation of each protein using the following steps: (1) three 
sequence-based single-view features (TPC, PseAAC, and PSSM composition) were extracted 
to represent different sequence information; (2) single and combined features [31] were 
generated to learn the classifiers; and (3) a suitable feature selection algorithm, SHAP, was 

employed to select an outstanding subset of the super feature to further quantify the 
difference between DBPs and non-DBPs. Finally, the prediction model was learned using 
CNN on the selected feature subset for identifying DBPs and named DeepDNAbP. 
Experimental results demonstrated that DeepDNAbP outperforms existing methods and 
achieves the best performance (e.g., the highest accuracy 89.68%) for identifying DBPs, 
indicating that our proposed methods are potentially useful for practically identifying DBPs 
and is freely available on the internet. Taken together, the present study provides a useful tool 
for predicting DBPs as well as valuable insights into the important sequencing patterns 
surrounding DBPs. 

 

2.  Materials and methods 

The construction process of the DeepDNAbP is shown in Figure 1. It consists of multiple 
steps, including data preparation, feature extraction and selection, best classifier selection, 
and final prediction. Here, three different feature extraction methods were employed (PSSM, 
PseAAC and TPC) and then the optimal subset of features was obtained using three feature 
selection techniques. The optimum features from each extraction technique were fed to four 
classifiers to build the prediction models using a 5-fold Cross Validation (CV). Finally, the 
classifier that achieved the best prediction performance was selected to construct the final 
predictor in this study. Reasons to consider feature extraction techniques in predicting DNA 
binding proteins include (1) the PSSM feature extraction approach has the advantage of 
integrating the sequence evolutionary information from the profile generated by the PSI-
BLAST search, and (2) PseAAC and TPC are sequence information-based feature extraction 
approaches that represent amino acid (AA) order information of protein sequences. 
 

 



 

 

 

2.1 Data preparation 

The problem of identifying DBPs is defined as a binary classification problem. To develop an 
effective prediction model, it is important to construct a valid training dataset. The curated 
dataset S was presented as:  

� =  ����� ∪ �	
��                                                                                                                                                    

(1) 

Where ����� is the set of positive samples that only contains DBPs and �	
�� is the set of 

negative samples that only includes non-DBPs. The symbol ∪ represents the “union” of these 
two sets.  

The preserved dataset was collected and primarily used by Jun Hu et al. [32], who selected 
the DBP chain and non-DBP chain from the PDB database [30]. The dataset contains 2,104 
protein sequences with 1,052 positive samples (DNA-binding protein sequences) and 1,052 
negative samples (non-DNA-binding protein sequences). We utilized a random sampling 
technique to produce negative samples the same size as the DBP positive samples to 
overcome the issue of data imbalance. The above sequence chains were reported [30], which 

had ≥ 25% sequence identity [33], and chains less than 50 residues long were eliminated. We 
additionally eliminated the proteins containing unknown residue 'X'. To further test the 
robustness of our model, we used an additional independent test dataset [32] that contained 
148 DNA-binding proteins and 148 non-DNA-binding proteins. All curated sequences in this 
independent dataset are no smaller than 50 residues long and do not contain any character 'X' 
sequences. The datasets employed in this study can be downloaded at: 
http://deepdbp.sblog360.blog/. Users can collect DNA-binding protein sequences from the 
PDB database (https://www.rcsb.org/) and search for a protein sequence in the PDB 
databases using their specific ID in FASTA format. 

 

2.2 Feature extraction 

2.2.1 Position specific scoring matrix (PSSM) 

PSSM is an evolutionary information scheme that is generally used for motif (pattern) 
representation in biological chains [34]. PSSM is used to identify hidden and evolutionary 

information of homologous protein sequences [35]–[37]. In PSSM, all amino acid residue is 
counted against 20 values. It counts the frequency of substitution in which a particular 
position in protein families is identified. A negative score shows that the desired amino acids 
are less frequent in the arrangement. In contrast, a positive score indicates that the 
substitutions appear more frequently. Suppose a protein sequence P having length L residues 
can be represented as: 
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(2) 

Where ��→� indicates the i-th position residue score within the protein arrangement, which is 

replaced by the amino acid type j within the evolution computing processes. The sequential 

order of 20 amino acids is addressed by j = 1….20. The value of 
���� is achieved through 
PSI-BLAST [38], [39], which investigated the SWISS-PROT database through three 
iterations having 0.001 as the cut-off E-value against sequence protein P within multiple 

sequence alignment. Consequently, L x 20 scoring matrix is obtained. Then, the 
���� is 
normalized using utilizing standard deviation. SWISS-PROT is a protein sequence database 
that contains annotations such as protein function, post-translational modifications, the 

structure of protein domains, variants, and other features. It also provides highly integrated 
information from other protein-related databases.  

Because the lengths of individual protein sequences vary in the PSSM matrix, it is difficult to 
make a predictor. We used the bigram probabilities descriptor, initially introduced by Sharma 

et al. [40] for the purpose of protein fold detection, to convert the PSSM matrix into 
sequences of the same length. The bigram probabilities descriptor is capable of properly 

handling  ���� matrices of various lengths and creating feature vectors of a fixed size. The 

relative probabilities of finding the !-th amino acid at "-th region in a specified protein 

sequence is determined with ∑ 
�,� = 1���&�  where i = 1,2, . . . , L. Therefore, the bigram 

frequency of occurrence is computed using the following formula: 

'(),	 =  * 
�,)
�+�
�&� 
�,�,	, -ℎ/0/  11 ≤  m ≤  20, 1 ≤  n ≤  207                                             137 

Equation (1) provides frequencies of occurrences '(),	 in response to 400 bigram transitions 

where m = 1, . . . , 20; n = 1, . . . , 20. The matrix BG is a bigram matrix with 400 distinct 

elements described by the bigram feature vector 9. 

9 =  {'(�,�, '(�,�, . . . , '(�,��, . . . , '(�,�, . . . , '(�,��, . . . , '(��,�, . . . , '(��,��}=                       

(4) 

Where > denotes the transposition of the vector. The main benefit of the PSSM-bigram 
approach is that it does not use zeros in the bigram feature vector, making the prediction 

more accurate. 

 

2.2.2 Tripeptide Compositions 

In TPC, three adjacent native amino acids establish an effective and minimal biological 
recognition signal. It can form a valuable paradigm for finding peptides and small biological 
molecule copies that are suitable modulators of organic function [41]. Anishetty et al. [42] 



 

 

have shown that  tripeptides can be used for predicting plausible structures for oligopeptides 
and de novo protein design. Generally, TPC has been applied for identification of 
mycobacterial membrane proteins [43], submitochondrial location prediction [44], 
identification of voltage-gated potassium channels [45], and predicting subcellular 
localization of mycobacterial proteins [46]. The features obtained using TPC are 8000-
Dimension vectors. A protein sequence can be defined as: 


 =  [@�, @�, ⋯ , @� , ⋯ , @A���]=                                                                                                                            
(5) 

Where T denotes the transposition of the vector and @� represents the frequency of the i-th 1" =  1,2,3, ⋯ ,80007 tripeptide and can be expressed as:  

@� =  D� 1E − 27⁄                                                                                                                         
(6) 

Where D� and L represent the frequency of the i-th tripeptide and the length of the protein 
chain, respectively.  

 

2.2.3 Pseudo Amino Acid Composition (PseAAC) 

The sequence of an amino acid can be represented by a set of discrete numbers mapping the 
arrangements of its physicochemical properties into a fixed number of features. The 
traditional amino acid composition method has been broadly used to predict the structural 
class of proteins [47], [48] and records the frequency of amino acids in the order of only one 
protein. To study the order information of protein chain, Chou [49] proposed a method called 
PseAAC to extract the features. It can represent both compositional and sequential order 
information. This method is widely utilized for protein function prediction [49]–[51]. The 
following equation can express the features of PseAAC: 

H =  [ I�, I�, ⋯ , I�J, I��, I��,�, ⋯ , I��,K]=      1L < E7                                                              
(7)                 

Where L represents the length of the given protein sequence and each of the elements is 
displayed as follows:  

HN =  O PQ∑ PQ,R ∑ STUTVWXYQVW ,      1 ≤ Z ≤ 20   
RSQ∑ PQ,R ∑ STUTVWXYQVW ,      20 + 1 ≤ Z ≤ 20 + L                                                                       (8)                                                                                                               

Where X denotes a feature vector, 9N indicates the frequency at δ-th amino acid (AA) in the 
protein sequence, and W represents the weight factor with a value of 0.05. From equation (8), 
we can see that the first 20 components represent the frequency of occurrence in the protein 
chain, and λ is the sequential element that expresses different steps in AA sequence 
information. It is achieved through the physicochemical properties of AA. In this work, the 

range of the parameter δ is 0–50. Here \] represents j-tier correlation factor for the protein. 
Due to the model accuracy of prediction results, the ideal δ parameters can be resolved from 
various parameter settings. Finally, an 80-D feature vector is generated from each sequence. 



 

 

2.3 SHAP (SHapley Additive exPlanations) 

SHAP (Shapley Additive exPlanations), introduced by Lundberg and Lee [52], is a model 
additive explanation method where each prediction is interpreted by the contribution of the 
features to the model’s output. This SHAP feature selection approach calculates Shapley 
values from coalitional game theory. These SHAP scores encode the value of a feature for a 
model in order to utilize the contribution information of each feature and then order the 
features based on their importance. In SHAP, it replaces each feature Xi with the binary 
variable Zi which informs whether the feature value is present or not. SHAP specifies this 
explanation as: 

^1_`7 =  a� + ∑ a�_�̀��&�                                                                                                                     197  

Where ^ represents the explanation model, _` ∈ {0,1}� indicates the coalition vector, M is 

the number of input features included in the model and a� ∈ d . More specifically, if the 

coalition vector _` equals to 1, the corresponding feature is observed, and 0 means the 

corresponding feature is absent. Here the symbol a� is the feature attribution values for a 

feature " which tells how much the presence of feature " will contribute to the final output. 
Based on the concept of game theory, SHAP values can be calculated using the following 
equation: 

e� = ∑ |g|!1i+|g|+j7!i!�⊆�\{�}  [@m1� ∪ {"}7 − @m1�7]                                                        (10) 

Where M represents the set of all features included in the model, S indicates all feature 

subsets achieved from M after excluding feature ", and the function @m1�7 computes the total 
contribution of a given set of features S. In SHAP, the contribution of each feature is 

estimated by assessing the difference between the prediction when the value of corresponding 

feature " is known, versus when corresponding feature value " is unknown for all subsets � ⊆ \{"}. 

 

2.4 Convolutional Neural Network (CNN) 

CNN, a class of artificial neural networks (ANN) in deep learning, is commonly applied for 
natural language processing, recommender systems, and image/video recognition [53]. 
Typically, CNNs consist of three layers: convolutional layers (CLs), pooling layers (PLs), 
and fully connected layers (FCLs) [53]. A convolutional layer performs feature extraction 
with a rectified linear unit (ReLU) activation function [54]. Next, a max-pooling layer is 
applied to reduce the size of the features. Finally, the fully connected layer and the output 

sigmoid layer are utilized to classify the tasks.  

As a core component of CNNs, CLs can help the model to learn global and local structures 
from input vectors [54]. We use two CLs in our model; multiple CLs are stacked along the 

depth of the network, allowing the network to extract high-level features.  

This technique showed significant improvement in terms of computational complexity as 
well as program runtime after adding one more CL and max-pooling layer. Each 
convolutional layer output can be calculated using the following formula: 



 

 

n]o = @ p* q),]o n)o+�
) +  r]o s ,                                                                                                1117  

Where t denotes the layer index, and m and k represent the index of the input and output 

feature maps, respectively. Input n]o  indicates the k feature map of the t layer and output n)o+� 

indicates the m-th feature map of the t − 1 layer. q and r are the convolutional weight 
tensor and the bias term, respectively. The output level of our model is basically a logistic 

regression algorithm, where n]o  is the input and is computed as follows: 

 nu = @1qono +  ro7                                                                                                                           1127   
Where output nu indicates the final predicted score. r and q are the bias vector and weight 
matrix, respectively. Since DBP identification is a binary classification problem, its output 

value is 2, addressed by a positive and negative class. To discover the appropriate parameters, 
we want to reduce cross-entropy loss by determining the adaptive moment [55] and back-
propagation strategy: 

tvww =  − 1x *[n� log no|  +  11 − n�7 log11 −  no| 7]}
�&�                                                                   1137 

To further improve the efficiency of our model, batch normalization [56] and dropout [57] 

tricks were used. During the training process, the dropout trick drops a little unit in FCLs, 
while batch normalization primarily helps to normalize the input layers to zero mean and unit 
standard deviation. Indeed, dropout was able to manage the overfitting problem, and batch 
normalization allowed us to use high learning rates. 

2.5. Evaluating matrices 

In classification algorithms, success rates can be evaluated with the help of several 
performance measures. In this work, we have used the following eight performance 

evaluation parameters to assess the prediction of our method. 

~���0��n1~��7 =  >
 + >x>x + >
 + 9x + 9
                                                                                               1147 

�/Dw"�"�"�n 1�/D7 =  >
>
 + 9x                                                                                                                    1157 

��/�"@"�"�n 1��/7 =  >x9
 + >x                                                                                                                    1167 

 �� =  >
 � >x − 9
 � 9x�1>
 + 9
71>x + 9
71>x + 9x71>
 + 9x7                                                                     1177 


0/�"w"vD 1
0/7 =  >
>
 + 9
                                                                                                                         1187 

91 w�v0/ = 2 � 
0/�"w"vD � d/��tt
0/�"w"vD + d/��tt                                                                                                           1197 

 

Where TP, FP, TN and FN indicate the number of correctly classified positive samples, the 
number of negative samples classified as positive samples, the number of correctly classified 



 

 

negative samples, and the number of positive samples classified as negative samples, 
respectively. 

The Receiver Operating Characteristic (ROC) curve (represented as AUC) is also computed 
because it is a powerful evaluation metric for assessing the performance of a binary predictor. 
The ROC-curve is a graphical plot of the true positive rate (TPR) against the false positive 
rate (FPR) under different threshold settings. TPR is sensitivity, whereas FPR is 1-specificity.  

 

2.6. Experimental Setup and Packages 

In this study, all experiments were completed using Python version 3.7.7 or above on three 

separate machines with the following configurations: 

• A desktop computer with Intel Core i5 CPU @ 2.71GHz x 4, Windows 10, 64-bit OS 

and 8 GB RAM. 

• A desktop computer with Intel Core i5 CPU @ 2.11GHz x 4, Windows 10, 64-bit OS 
and 8 GB RAM. 

• A server machine with Intel Core i5-3320M CPU @ 2.60GHz x 4, Ubuntu 18.04.2 
LTS, 64-bit OS, 13 MB L3 cache and 64 GB RAM. 

CNNs and SHAP were used for model learning and feature selection. These are accessible 
from the Python packages TensorFlow 2.0 [58] and SHAP 0.39.0. In the CNN architecture, 
we used optimized parameter settings. Specifically, we used batch size 16, kernel size 4, 2 
hidden layers, and a dropout rate of 0.5. In addition to installed packages in Scikit-learn [59], 
we used Matplotlib [60], Seaborn [61] and Plotly packages [62] to plot our graphs.  

 

3. Results and Discussion 

We evaluated the performance of three feature extraction techniques using four ML 
classifiers, namely, Support Vector Machines (SVM) [63], K-Nearest Neighbor (KNN) [64], 

XGBoost [65], Logistic Regression Ensembles (LRE) [66], and CNN [54], based on 5-fold 
CV test. We observed evolutionary-based PSSM features that attained the highest 
performance with ACC in the range of 76.56%–85.78% regardless of different classifiers. We 
also noted that two classifiers, XGBoost and CNN, achieved similar performance on three 
encodings (PSSM, PseAAC, and TPC). In the case of PSSM, CNN achieved a superior 
performance, better than XGBoost classifiers and significantly better than LRE, SVM and 
KNN. After applying the feature selection SHAP technique, the PSSM features achieved 
89.68% and 0.70 for AUC and MCC, respectively, 2.54% and 0.06% higher than without 
feature selection. Overall, the comparative analysis indicates that evolutionary-based features 
encodings reflect significant evidence around DBPs; hence, we considered this extraction 

method for further analysis. 

 

3.1 Performance comparison of four single-view features 

Initially, we explored the discriminative performance of the three single-view features: 
PSSM, PseAAC and TPC. We then applied the CNN classifier to assess the performance of 



 

 

the three sequence representation models used in this work. Table 1 illustrates the comparison 
of the discriminative performance of these single-view features without applying the feature 
selection technique. From Table 1, we observe that the PSSM outperforms the other two 
single-view features on most of the evaluation indices. Only PseAAC shows higher 
specificity and precision values than PSSM and DPC. Moreover, the accuracy of PSSM is 
81.25% on the 2104 dataset, which is 7.81% and 9.37% higher than PseAAC and TPC 

models, respectively. The MCC and F1 score of PSSM are 0.64 and 81.82%, which are 0.17 
and 5.76% higher than PseAAC and 0.20 and 10.85% higher than TPC, respectively. The 
best sensitivity is 90.00%, which is also achieved by the PSSM model. 

 
A bar graph of PSSM, PseAAC and TPC is shown in Figure 2, which confirms the distinct 
and high quality of the target features. In Figure 2, it is evident that the AUC value of PSSM 
is 87.14%, which is larger than the other single-view features. The fundamental reason PSSM 
outperforms the other two single-view features is that the PSSM incorporates direct relevant 
information for identifying DNA-binding proteins. PSSM is an effective evolutionary 
information-based feature extraction technique that can generate a highly discriminatory 
nature for pattern (motif) representation in the protein sequence. Moreover, in most cases, we 
can see that the highest values were achieved with the PSSM-Bigram. These experiments 
confirm that the PSSM descriptor is more informative, depicting the evolutionary-based 
features' efficiency and playing a more significant role in predicting DNA binding protein 
than the other descriptors. 

 

3.2 Performance comparison on hybrid feature space 

To yield the best performance, a hybrid feature space was created by adding different 
combinations of the single feature extraction methods. This hybrid feature space is 
constructed by combining PSSM, PseAAC and TPC feature spaces. We manually combined 
single-view features to produce a hybrid feature space. To assess the performance of the 
hybrid feature space, we applied the CNN architecture on the experimental datasets. Table 2 
shows the compared results of these hybrid features. Corresponding bar graphs are shown in 
Figure 3. Among the four hybrid feature datasets listed in Table 2, PSSM+PseAAC achieved 
the highest AUC score (83.78%) and PseAAC+TPC had the lowest (77.90%). Upon closer 
examination of the predictive results, we find that the MCC score of the individual feature 

TPC is slightly higher than the hybrid feature space (PseAAC+TPC). In addition, the 
prediction performance of the highest hybrid feature space (PSSM+PseAAC) is considerably 
lower than the single-view feature space (PSSM) regarding the evaluation indices. However, 
some hybrid feature spaces exhibit performances similar to the single-view feature space in a 
few cases. We can conclude that the hybrid feature space has high dimensionality and long 
execution time compared to the single-view feature space. Thus, the computational cost of 
the single-view feature is less than that of the hybrid feature space. In this regard, it is more 
effective to consider single-view feature space rather than hybrid feature space.  

 

3.3 Performance comparison of different classifiers 



 

 

We performed a series of comparative analyses using three individual feature descriptors 
(PSSM, PseAAC and TPC) to investigate the impacts of various feature spaces applying 
different classification algorithms. Each specific feature descriptor was assessed using four 
classification algorithms: SVM, KNN, XGBoost, LRE and CNN. The performance of these 
three feature extraction techniques for different classification algorithms is shown in Table 3. 
Using the KNN classifier, the PSSM feature space achieved AUC values of 81.89%, PseAAC 

achieved AUC of 74.93%, and TPC achieved AUC of 75.45%. Likewise, the AUC values of 
PSSM, PseAAC and TPC-based features were 87.70%, 83.48% and 77.82%, respectively, for 
the SVM classifier. For the XGBoost classifier, PSSM, PseAAC and TPC feature spaces 
obtained AUC values of 88.32%, 82.62% and 81.39%, respectively. Using the LRE classifier, 
the PSSM feature space achieved AUC values of 80.75%, PseAAC achieved AUC of 
80.92%, and TPC achieved AUC of 74.26%. Similarly, the AUC values of PSSM, PseAAC 
and TPC using CNN classifier were 89.68%, 83.48% and 82.19%, respectively. Performance 
metrics including accuracy (Acc), sensitivity (Sen), specificity (Spe), MCC, and F1-measure 
for PSSM, PseAAC and TPC feature spaces are shown in Table 3. 

For the CNN classifier, the prediction accuracies are 85.78%, 78.13% and 74.88% for PSSM, 
PseAAC and TPC feature spaces, respectively. The produced sensitivity is 90.63% for PSSM, 
74.36% for PseAAC and 75.00% for TPC. Likewise, specificity values of 78.13% for PSSM, 
84.00% for PseAAC, 74.79% for TPC were achieved. In addition, the MCC and F1-measure 
values are respectively 0.70 and 85.30% for PSSM feature space, 0.58 and 80.56% for 

PseAAC feature space, and 0.50 and 72.26% for TPC feature space. In this research, we used 
1D convolution layers. A 1D convolution is used for time series, vector data, and NLP in one 
direction, right to left (vector/feature values), while a 2D kernel moves in two directions, 
height x width, which is mostly used in image classification. We have provided detailed 
implementation information about 1D convolution for three feature extraction methods 
(PSSM, PseAAC and TPC) in Table 4.  

In the case of KNN, SVM, LRE and XGBoost classifiers for all types of feature spaces, the 
accuracy (Acc), sensitivity (Sen), specificity (Spe), Precision (Pre), MCC, and F1-measure 
scores are also shown in Table 3. From the above discussion, we see that among the 
experimental datasets, PSSM feature space achieved better predictive performance compared 
to PseAAC and TPC. We can observe from Table 3 that all three feature spaces obtained 
promising results for the CNN classifier, followed by XGBoost, LRE, SVM and KNN 
classifier. However, TPC feature space yielded more unrhymed results than the other two 
feature extraction techniques, while PseAAC obtained slightly better results than TPC. In 

addition, CNN consistently achieved better prediction performance compared to XGBoost, 
LRE, SVM, and KNN for all three feature spaces. Bar graphs for the three-feature group for 
different classifiers are illustrated in Figure 4 (A)–(C). We found that the bar graphs 
generated by CNN are significantly higher than the other classifiers. 

 

3.4 Performance comparison using SHAP feature selection 

Feature selection is a fundamental strategy for selecting the best set of features in the field of 
pattern recognition and biological data processing [67]–[69]. It is a combinational 
optimization technique that can extend the prediction capacity of a model. Several feature 
selection methods have been broadly employed with DNA binding protein datasets in recent 



 

 

works. Typically, the feature selection method evaluates feature subsets of DBP using a 
classification algorithm. It gives individual assessment indicators as well as fitness levels 
based on the accuracy provided for the effective elimination of redundant data on DNA 
binding protein features and for the extraction of data for each specific protein. The 
experimental results of Principal Component Analysis (PCA) [70], Univariate [71], SHAP 
[52], Sparse Group Lasso (SGL) [72] and Regularized Random Forests (RRF) [73] feature 

selection techniques on the DNA binding protein dataset with different feature dimensions 
are listed in Table 4. The SHAP technique obtained a significantly higher prediction 
performance than PCA and Univariate on DNA binding protein features. To compare the 
performance of the proposed model, we also evaluated the CNN classifier without feature 
selection technique, as shown in Table 1. We can compare Table 1 and Table 4 and see that 
the model performance improved and obtained the best results when the feature selection 
SHAP technique (see for 200 features) is applied on the dataset. 

From Table 4, we found the optimal prediction effect with our dataset when taking full DNA 
binding protein features. Thus, it is better to eliminate a few features from our experimental 
datasets. However, for the PCA technique, the AUC, Acc, Sen, Spe, MCC and F1 scores for 
200, 300 and 350 features were slightly better than 150 features. The best results were 
obtained for 300 features: Acc, Sen, Spe, MCC, Pre and F1 scores for 300 features were 
82.72%, 90.00%, 78.26%, 0.68, 78.26% and 83.72%, respectively. In contrast, the Acc, Sen, 
Spe, MCC, Pre and F1 scores for 150 features were 74.42%, 77.27%, 71.43%, 0.49, 73.91% 

and 75.56%, which are 8.3%, 12.73%, 6.83%, 0.19, 4.35% and 8.16% lower than 300 
features, respectively. For the Univariate technique, the Acc, Sen, Spe, MCC, Pre and F1 
scores for 200 features were 84.38%, 90.63%, 78.13%, 0.69, 80.56% and 85.29%, 
respectively. These results are higher than the other feature dimensions. Similarly, for the 
SHAP technique, the Acc, Sen, Spe, MCC, Pre and F1 scores for 200 features reach 85.78%, 
90.63%, 78.13%, 0.70, 80.56% and 85.30%, respectively, higher than the other feature 
dimensions. The Acc, Sen, Spe, MCC, Pre and F1 scores for 150 features utilizing SHAP are 
81.25%, 87.50%, 75.00%, 0.63, 77.78% and 82.35%, which are 4.53%, 3.13%, 3.13%, 0.07, 
2.78% and 2.95% lower than using 200 features, respectively. In the case of the SGL 
technique, the AUC, Acc, Sen, Spe, MCC and F1 scores for 150, 200, 300 and 350 features 

were slightly lower than for 250 features. The best results were obtained for 250 features: 
Acc, Sen, Spe, MCC, Pre, and F1 scores for 250 features were 78.20%, 78.18%, 78.22%, 
0.56%, 79.63%, and 78.90%, respectively. In contrast, the Acc, Sen, Spe, MCC, Pre and F1 
scores for 150 features were 73.93%, 73.87%, 74.00%, 0.48%, 75.93%, and 74.89%, which 
are 4.27%, 4.31%, 4.22%, 0.06%, 3.70% and 4.01% lower than using 250 (lower feature 
dimensions) features, respectively. For the RRF, the Acc, Sen, Spe, MCC, Pre, and F1 scores 
for 250 features were 78.01%, 78.78%, 78.01%, 0.55%, 78.87% and 78.12%, respectively. 
These results for 250 features are higher than the other feature dimensions of RRF. 

Moreover, the AUC score of 200 features for PCA was 87.83%, which is 5.00% higher than 
250 features, 2.4% higher than 300 features, 4.3% higher than 350 features, and 6.53% higher 
than 150 features. For the Univariate technique, the AUC of 200 features was 89.36%, which 
is 1.68%, 4.59%, 4.25%, and 4.03% higher than 250, 300, 350, and 150 features, 
respectively. For the SHAP technique, the AUC of 200 features was 89.68%, which is 0.39%, 
3.87%, 0.7%, and 3.77% higher than 250, 300, 350 and 150 features, respectively. For the 
SGL technique, the AUC of 250 features was 84.87%, which is 1.45%, 2.52%, 3.47%, and 



 

 

3.18% higher than 200, 300, 350, and 150 features, respectively. Moreover, the AUC score of 
250 features for RRF was 84.10%, which is 3.4% higher than 150 features, 1.2% higher than 
200 features, 2.1% higher than 300 features, and 3.08% higher than 350 features. Clearly, 
200, 250, and 300 features displayed great significance in most cases, and prediction results 
decreased from 150 features for three feature selection techniques. We did not see improved 
results on feature selection algorithms for DNA binding protein datasets, and the SHAP is an 

appropriate algorithm here. To make a clear comparison of prediction effects, the results 
SHAP importance-bar graph of the PSSM dataset for different feature dimensions is shown in 
Figures 5AB and Supplementary Figure S1. The SHAP bar plot shows the important features 
in the form of rectangular horizontal bars, where the lengths of the bars are equivalent to the 
importance of that feature. (A feature is considered important when its Shapley value is high.) 
As we needed global significance, we summed the contribution of each feature, or absolute 
Shapley values, then plotted each of the features by sorting them in decreasing order. Figure 
5(A)–(B) shows the important features based on SHAP contributions for the XGBoost trained 
before predicting DBPs. 

  
The prediction performances show that SHAP is the most significant of the three feature 
selection methods for most feature dimensions. The SHAP summary plot for the different 
feature dimensions on the SHAP method are outlined in Figures 6AB and Supplementary 
Figure S2). The SHAP summary plot gives a high-level composite view that displays the 
importance of features with feature effects. Each point in the plot represents a SHAP value 
for a specific feature of an instance. The values that pull the prediction power of the model 
downwards are on the left, and the values that push the prediction further up are on the right. 
On the y-axis, the features are placed in descending order, and the position of the x-axis is 
determined by the Shapley value. The colors separate the relative size of the features between 

instances: Low values are colored blue and high values are colored red. Overlapping data 
points in the y-axis direction show the distribution of SHAP values for each individual 
feature. Moreover, in the summary plot we clearly observe the relationship between the value 
of a feature and the effect on prediction. 

  
3.5 CNN Hyperparameter Adjustment 

CNN consistently achieved better prediction performance because we performed 
hyperparameter tuning in order to obtain the expected results. Hyperparameters affect 
classification performance as well as learning time. Hyperparameters of a CNN model set 
parameters such as kernel size, number of kernels, hidden layers, activation functions, 
learning rate, batch size, and dropout percentage.  

We used two convolutional layers as the hidden layers. In the first convolutional layer, we 
used 48 filters and the kernel size was set to 4. In the second convolutional layer, we used 64 
filters and kernel size was set to 4. In the fully connected layer, we used 64 filters. We used 
ReLU as the activation function in the hidden layer. Before the fully connected layer, we 

added a dropout layer, and the dropout rate was 0.5. We ran 50 epochs and set up a batch size 
equal to 32. We utilized the Adam algorithm and set a learning rate of 0.00001 for optimizing 
the binary cross-entropy loss. Hence, the hyperparameter setting was sampled as shown in 



 

 

Table 5. Detailed parameter settings of the other three classifiers for different feature 
extraction are listed in Table 6.  

3.6 Comparing DeepDNAbP with existing DBP methods 

In this section, the proposed DeepDNAbP method was compared with other existing DBP 
prediction methods, including DPP-PseAAC [13], iDNA-Prot [22], iDNA-Prot|dis [23], 
PseDNA-Pro [17], PSFM-DBT [74], IKP-DBPPred [5], Local-DPP [24], iDNAProt-ES [25] 
and TargetDBP [32], on the independent validation datasets. Here we considered PSSM 
features as experimental datasets to train the CNN model. The prediction outcomes of DPP-
PseAAC [13], iDNA-Prot [22], iDNA-Prot|dis [23], PSFM-DBT [74], PseDNA-Pro [17], 
IKP-DBPPred [5], Local-DPP [24] and TargetDBP [32] were achieved by providing the 296 
protein sequences to their respective web servers. Although the iDNAProt-ES [25] web 
server was not working, the outcomes of iDNAProt-ES were calculated using the standalone 
variant of iDNAProt-ES. Table 7 shows the performance comparisons between DeepDNAbP 

with existing DBP predictors.  

According to the value F1 and MCC, two overall performance evaluation metrics recorded in 
Table 7, we can clearly see that DeepDNAbP demonstrated superior performance over other 

methods. Comparing our proposed DeepDNAbP method with the second most accurate 
predictor, TargetDBP, we see that DeepDNAbP showed improvements of 3.72%, 5.47%, 
2.24%, 0.073, and 2.2% on Acc, Sen, Spe, MCC and F1 scores, respectively. It has not 
escaped our notice that iDNAProt-ES [25] obtained the highest Sen value (91.89%) and the 
lowest Spe value (51.35%). The reason for the high Sen is that iDNAProt-ES predicts fewer 
false negative results. In contrast, Local-DPP [24] has the highest specificity (93.92%) and 
shows a much smaller Rec value, denoting too many false negatives during prediction, 
explaining why Acc values of iDNAProt-ES [25] and Local-DPP [24] are lower than those of 
DeepDNAbP. 

From the above observations and comparisons, we concluded that our proposed DeepDNAbP 
method outperforms the existing models in the literature so far. This indicates that our 
technique is a competitive tool for predicting DBPs and could be a significant improvement 
to existing methods.  

 

4. Data and software availability 

To examine the importance of DBPs, we have developed an online software tool 
DeepDNAbP, which is freely accessible for researchers and academic use at 
http://deepdbp.sblog360.blog/. The main goal of this web tool is to provide a simple process 

and a friendly user interface. To use the tool, users first need to input the protein sequence 
into the input box. After submission, the server will evaluate the protein sequence and check 
the format for processing. After completing the submitted predication task, the result will be 
displayed on a separate page, and users will be able to see the prediction probability of the 
protein. 

The DeepDNAbP prediction will take longer when users submit a large number of protein 
sequences as the input, since the server will generate the PSSM matrix by performing PSI-
BLAST (Position-Specific Iterative Basic Local Alignment Search Tool) and calculate the 



 

 

PSSM encoding. To minimize computational resource limitations, we strongly recommended 
inputting fewer than 10 protein sequences at a time. The datasets employed in this study are 
available at http://deepdbp.sblog360.blog/data. 

5. Conclusions 

Accurate identification of DNA-binding proteins (DBPs) is essential in uncovering the 
internal mechanisms of protein−DNA interactions and understanding many biological 

processes. In this study, we have developed a new DBP predictor called DeepDNAbP. In 
DeepDNAbP, the input feature is first extracted by using three feature extraction methods: 
PSSM, PseAAC, and TPC. Next, we serially combine the input features to make a hybrid 
feature: PSSM+PseAAC, PSSM+TPC, PseAAC+TPC, PSSM+PseAAC+TPC. The algorithm 
of CNNs is then employed to build the DeepDNAbP model. Experimental results have shown 
that DeepDNAbP outperforms all other state-of-the-art methods. The principal reason for the 
superior performance of DeepDNAbP is our evolutionary-based feature representation, which 
provides more useful information to the CNN-based DBP identification model. 

DeepDNAbP has certain limitations. To develop a more robust model for DBP prediction, 
future studies should focus on assembling a primary database of the experimentally identified 
DBPs, which is useful for computational biologists. Although the different feature learning 
advances the prediction performance, it is necessary to explore other recently reported 
computational approaches [75-79] to examine whether they improve the prediction 
performance of the proposed algorithm. 
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Figure Legends 

 

Figure 1. Overall framework of DeepDNAbP 

 

Figure 2. Performances of CNN classifier on PSSM, PseAAC, and TPC features 

 

Figure 3. Performances of different combined feature groups using CNN 

 

Figure 4. Performances of three feature groups on the different classifiers on various 

features (A) PSSM (B) PseAAC (C) TPC 

 

Figure 5. SHAP feature importance bar plot showing the most important features for 

different feature dimensions: (A) 200 features and (B) 250 features 

 

Figure 6. SHAP summary plot showing a high-level composite view that displays the 

importance of features with feature effects: (A) 200 features (B) 250 features 

 



 

 

Table. 1 Cross-Validation results of CNN with three Single-View Features  

Features AUC Acc  Sen  Spe MCC Pre F1  

PSSM 87.14% 81.25% 90.00% 73.53% 0.64 75.00% 81.82% 
PseAAC 80.65% 73.44% 71.05% 76.92% 0.47 81.82% 76.06% 
TPC 77.61% 71.88% 75.86% 68.57% 0.44 66.67% 70.97% 

 



 

 

Table 2 Performance of the CNN classifier of different combined feature groups 

Feature AUC Acc  Sen  Spe  MCC Pre F1  

PSSM+ PseAAC 83.78% 78.20% 77.32% 78.95% 0.56 75.76% 76.53% 
PSSM+TPC 80.41% 72.52% 75.00% 70.27% 0.45 69.44% 72.12% 
PseAAC+TPC 77.90% 72.04% 72.07% 72.00% 0.44 74.07% 73.06% 
PSSM +PseAAC+ 
TPC 

80.59% 74.88% 74.77% 75.00% 0.50 76.85% 75.80% 

 



 

 

Table 3 Performance of different classifiers and feature groups on the dataset 

Classifiers Features AUC Acc (%) Sen (%) Spe (%) MCC Precision F1 

measure 

KNN 

PSSM 81.89% 76.56% 83.87% 69.70% 0.54 72.22% 77.61% 

PseAAC 74.93% 73.44% 70.00% 79.17% 0.48 84.85% 76.71% 

TPC 75.45% 70.62% 71.76% 69.84% 0.41 61.62% 66.30% 

SVM 

PSSM 87.70% 81.25% 90.00% 73.53% 0.64 75.00% 81.82% 

PseAAC 83.48% 75.00% 77.42% 72.73% 0.50 72.73% 75.00% 

TPC 77.82% 72.04% 74.75% 69.64% 0.44 68.52% 71.50% 

XGBoost 

PSSM 88.32% 82.81% 85.71% 79.31% 0.65 83.33% 84.51% 

PseAAC 82.62% 76.56% 73.68% 80.77% 0.54 84.85% 78.87% 

TPC 81.39% 74.41% 70.64% 78.43% 0.49 77.78% 74.04% 

CNN 

PSSM 89.68% 85.78% 90.63% 78.13% 0.70 80.56% 85.30% 

PseAAC 83.48% 78.13% 74.36% 84.00% 0.58 87.88% 80.56% 

TPC 82.19% 74.88% 75.00% 74.79% 0.50 69.70% 72.26% 

LRE 

PSSM 80.75% 76.38% 74.29% 78.95% 0.53 81.25% 77.61% 

PseAAC 80.92% 75.47% 74.55% 76.47% 0.51 77.36% 75.93% 

TPC 74.26% 72.44% 72.31% 72.58% 0.45 73.44% 72.87% 

 

 

 



 

 

Table 4 Prediction results of the feature selection methods on different setting for PSSM dataset 

 

Classifi

er 

Feature 

Groups 

No. of 

feature

s 

AUC Acc% Sen% Spe% MCC% 

 

Precisio

n 

F1% 

CNN 

PCA 

  150 81.30% 74.42% 77.27% 71.43% 0.49 73.91% 75.56% 

  200 87.83% 79.07% 88.88% 72.00% 0.60 69.57% 78.05% 

  250 82.83% 76.74% 80.95% 72.73% 0.54 73.91% 77.27% 

  300 85.43% 82.72% 90.00% 78.26% 0.68 78.26% 83.72% 

  350 83.53% 75.00% 83.33% 67.64% 0.51 69.44% 75.75% 

Univarit

e 

FST 

  150 85.33% 81.17% 82.98% 78.95% 0.62 82.98% 82.98% 

  200 89.36% 84.38% 90.63% 78.13% 0.69 80.56% 85.29% 

  250 87.68% 82,35% 84.78% 79.49% 0.64 82.98% 83.87% 

  300 84.77% 80.00% 78.85% 81.82% 0.59 87.23% 82.83% 

  350 85.11% 78.82% 79.59% 77.78% 0.57 82.98% 81.25% 

SHAP 

  150 85.91% 81.25% 87.50% 75.00% 0.63 77.78% 82.35% 

  200 89.68% 85.78% 90.63% 78.13% 0.70 80.56% 85.30% 

  250 89.29% 84.38% 88.24% 80.00% 0.69 83.33% 85.71% 

  300 85.81% 82.81% 87.88% 77.42% 0.66 80.56% 84.06% 

  350 88.98% 79.69% 89.66% 71.43% 0.61 72.22% 79.99% 

 
 SGL 

  150 81.60% 73.93% 73.87% 74.00% 0.48 75.93% 74.89% 

  200 83.33% 75.36% 76.42% 74.29% 0.51 75.00% 75.70% 

  250 84.87% 78.20% 78.18% 78.22% 0.56 79.63% 78.90% 

  300 82.26% 77.25% 76.79% 77.78% 0.54 79.63% 78.18% 

  350 81.31% 74.41% 74.11% 74.75% 0.49 76.85% 75.45% 

RRF 

  150 80.70% 73.45% 72.98% 73.75% 0.47 74.33% 73.89% 

  200 82.90% 74.87% 75.98% 74.01% 0.50 74.88% 74.78% 

  250 84.10% 78.01% 78.78% 78.01% 0.55 78.87% 78.12% 

  300 82.00% 78.95% 75.87% 76.98% 0.55 78.60% 77.98% 

  350 81.01% 74.11% 74.01% 73.03% 0.50 75.88% 74.60% 



 

 

Table 5 CNN model Hyperparameters  

Hyperparameters Range 

Learning rate [0.00001,0.01,0.001,0.0001] 
Batch Size [16,32,64,128] 
Number of Filters [32,48,64,96] 
Kernel Size [3,4,5] 
Number of Hidden layers [2,3] 
Optimizer [‘Adam’] 
Dropout rate [0.2, 0.5] 
Activation [‘relu’,′sigmoid′] 



 

 

 

Table 6 Parameters setting of KNN, SVM, and XGBoost  

 

Classifiers Feature 

Extraction  

Parameters 

KNN 
PSSM KNeighborsClassifier (n_neighbors = 8, leaf_size=50, metric = 'minkowski', p = 2) 

PseAAC KNeighborsClassifier (n_neighbors = 10, leaf_size=50, metric = 'minkowski', p = 2) 
TPC KNeighborsClassifier (n_neighbors = 5, leaf_size=50, metric = 'minkowski', p = 2) 

SVM 
PSSM SVC (kernel='rbf', C=15, gamma=0.0001, probability=True)  

PseAAC SVC (kernel='rbf', C=50, gamma=0.0001, probability=True) 
TPC SVC (kernel='rbf', C=10, gamma=0.0001, probability=True) 

XGBoost 

PSSM PSSM:XGBClassifier (learning_rate=0.001,  subsample = 1, n_estimators=1000, 
max_depth=10, gamma=10) 

PseAAC XGBClassifier (learning_rate=0.01, subsample = 0.8, n_estimators=1000, max_depth=4, 
gamma=10) 

TPC XGBClassifier (learning_rate=0.1, subsample = 1, n_estimators=1000, max_depth=4, 
gamma=10) 

 

 

 

 

 

 

 

Table 7 Performance Comparisons of DeepDNAbP with existing methods on the 

Independent Validation Dataset 

 

Predictor Acc Sen Spe MCC Pre F1 

DPP-PseAAC [13] 61.15 55.41 66.89 0.225 62.60 0.588 
iDNA-Prot [22] 62.16 63.51  60.81 0.243 61.84 0.627 
iDNA-Prot|dis [23] 68.24 72.30  64.19 0.366 66.88 0.695 
PseDNA-Pro [17] 67.23 78.38  56.08 0.354 64.09 0.705 
PSFM-DBT [74] 68.58 71 .62  65.54 0.372 67.52 0.695 
IKP-DBPPred [5] 58.11 52.70  63.51 0.163 59.09 0.557 
Local-DPP [24] 48.65 3.38  93.92 -0.06 35.71 0.062 
iDNAProt-ES(on 
PDB1075)[25]  

71.62 91 .89  51.35 0.473 65.38 0.764 

TargetDBP [32] 76.69 76.35 77.03 0.534 76.87 0.766 
DeepDNAbP 80.41 81.82 79.27 0.607 76.06 0.788 

 


















