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ABSTRACT

Data science systems (DSSs) are a fundamental tool in many areas of research and are now developed by people with a
myriad of backgrounds. This is coupled with a crisis in reproducibility of such DSSs despite the wide availability of powerful
tools for data science and machine learning over the last decade. We believe that perverse incentives and a lack of widespread
software engineering skills are among the many causes of this crisis and analyze why software engineering and building
large complex systems is, in general, hard. Based on these insights, we identify how software engineering addresses those
difficulties and how one might apply and generalize software engineering methods to make DSSs more fit for purpose. We
advocate two key development philosophies: one should incrementally grow – not plan then build – DSSs, and one should use
two types of feedback loops during development: one which tests the code’s correctness and another that evaluates the code’s
efficacy.

Machine learning (ML) is in a reproducibility crisis [1,
2, 3]. We argue that a primary driver is poor code quality,
having two root causes: poor incentives to produce good
code and a widespread lack of software engineering (SE)
skills. This crisis also suggests that Data Science Systems
(DSS) can, and will, fail silently if no continual verification
infrastructure exists throughout their development [4, 5, 6].

Modern DSSs are extremely complex systems with many
components, many themselves intrinsically susceptible to
minor changes in the data or underlying code. Three key
communities are involved in developing successful DSSs:
researchers, professional software engineers, and their incen-
tivisors. The last is the community that encourages those
developing DSSs to produce useful results, e.g., research su-
pervisors, employers, funding agencies and journal editors.
These communities can work separately or jointly, but all are
trained and rewarded differently.

While researchers designing and implementing DSSs in
academia and industry will be aware of the particular com-
plexities of data in their own domain, they usually lack formal
training in software development (SD) methodologies. There-
fore, the DSS is often planned and then built solely to satisfy
the objectives and incentives of the researcher. Software en-
gineers, however, are specifically trained to develop complex

systems and incentivised to make them flexible, organized,
and maintainable.

Gall’s law [7] states that complex systems cannot be built;
they can only be grown and SD methodologies, such as Ag-
ile, implicitly acknowledge that one cannot plan complex
systems; one has to evolve and grow them (following Gall’s
law [7]). In SD, a critical requirement is the development
of a minimum viable product. For data pipelines, this is of-
ten called a steel thread [8], bootstrapping a stable path that
one can gradually extend to build a more complete pipeline.
Effective utilisation of feedback loops and repeated testing
allows one to assess the code’s correctness without deviating
from a working codebase.

The current crisis is a natural consequence of an environ-
ment in which data scientists develop complex DSSs without
growing them methodically or establishing a careful and con-
tinual assessment of their code’s correctness. While incorrect
code can be computationally reproducible – i.e., rerunning the
code produces identical results – for replicability and general
reproducibility using independent implementations, correct-
ness is crucial. Even more crucially, reusability – standing on
the shoulders of giants – demands correctness; indeed, with-
out it, every downstream task inherits the lack of correctness
and reproducibility.
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Due to the pervasiveness of ML, the community of peo-
ple developing DSSs is now vast and diverse. Therefore, in
this Perspective, we identify specific challenges for those
developing DSSs and their incentivisors and recommend cor-
rective actions to improve DSS reusability and reproducibility.
We also present a development philosophy, formalizing and
adapting SD methodologies for DSS researchers.

The core problems
Data × Code = Complexity2

Until relatively recently, statisticians had a monopoly on data
analysis. They were, and are, highly trained to appreciate the
intricate relationships and biases in data and use relatively
simple methods (in the best sense of the word) to analyze and
fit models to that data. Data collection was often done under
their guidance to ensure biases were understood, documented,
and mitigated. Nowadays, data is ubiquitous and heralded as
the ‘new oil’. However, real-world datasets often resemble
more of an oil spill, containing a plethora of unknown (and
often unknowable) biases [9].

DSS developers must be tolerant of the complexities in
the data and code along with any due to their interaction.
Whilst SE masters the complexities of code, combining code
with data stacks complexity on top of complexity; thus, con-
structing a DSS can resemble balancing a stick on top of
a stick. Consequently, without sufficient statistical and SE
skills, the development of a DSS tends to lead to the following
implications:

Big Data ⇒ Messy Data ⇒ Big Code
⇒ Messy Code ⇒ Incorrect Conclusions

A Cambrian explosion in data and codebases
Further, the radical increase in the scale of data and the
wide availability of ML tools have led to an equally radi-
cal paradigm shift in their use. From the data and codebase
perspectives, this paradigm shift resembles a Cambrian ex-
plosion in quantity and intrinsic complexity. Hence, DSS
researchers are consumers of many more software tools than
classical statisticians.

As a user of many tools, focusing on how to interface with
them (rather than gaining a deep understanding of their inter-
nal workings) becomes an uncomfortable necessity. Hence
the underlying software must be trustworthy; one has to as-
sume it is almost bug-free, with any remaining bugs being
insignificant.

The shift makes expressing and structuring an analysis
plan in code the bedrock for all data science projects. How-
ever, SE is a challenging discipline, and building on vast un-
familiar codebases often leads to unexpected consequences.

Why is the problem challenging?
This section will discuss some significant challenges, both
technical and human driven, which data scientists face when
developing correct and effective DSSs.

Challenge 1: DSS researchers lacking SE and SD
skills
Most data scientists only learn to write small codebases,
whereas SD focuses on creating interconnected modules and
components, each of which is an isolated component of a
much larger codebase. Code is the interface to many data
science tools, and SE is the discipline of organizing interfaces
methodically. For this paper, we define SE as the discipline
of managing the complexity of code and data, with interfaces
as one of its primary tools [10]. While many SD practices
focus on enterprise software and do not trivially apply to all
components of DSSs, it is our belief that SD methodologies
should play a more prominent role in data science projects.

Challenge 2: Correctness and efficacy
A DSS must work correctly, i.e., do what you think it does.
It also must be efficacious, i.e., produce relevant and usable
predictions. Without SE, following earlier arguments, this
tends to lead to the following implications:

Multiple Experiments ⇒
Messy Code ⇒ Incorrect Conclusions

So, why do we need correctness and efficacy for a trustwor-
thy high-performing model? Firstly, whilst a published and
executable codebase can provide computational reproducibil-
ity, repeatability requires correctness. Secondly, while an
incorrect DSS can be efficacious due to a lucky bug, it is
uninterpretable and hard to modify. Without correctness, it is
impossible to understand, interpret, or trust the outputs of a
DSS or conclusions based on it (see Figure 1).

Challenge 3: Perverse incentives for researchers
Software engineers are rewarded for creating high-
performing, well-documented, and reusable codebases, whilst
industrial data scientists are rewarded based on a DSS’s use-
fulness to a business. Research data scientists work within
a very different incentive structure. They are incentivized to
use the outputs of their DSS to write novel papers to further
their field, apply for grants, and to enhance their reputation
and career prospects. For researchers, this creates a temporal
conflict. In the short-term, publishing papers quickly and
giving less attention to the reusability of the codebase is re-
warding. However, in the long-term, reusable DSSs increase
the probability that the associated paper will become influen-
tial and well-cited. This perverse incentivization may even
discourage producing and publishing code comprehensible to
a broad audience to avoid getting ‘scooped’ by competitors.

If the field’s incentive structure and goals are misaligned,
the path of least resistance easily wins out. Incentivisors must
acknowledge whether their incentives are perverse to their
long-term ambitions and take corrective action if so. In partic-
ular, journals must be conscious that the need for manuscript
novelty can lead to researchers manufacturing complexity in
DSSs to increase the likelihood of acceptance.
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Challenge 4: Short circuits
The wide availability of powerful data analysis and ML tools
allows for short circuits, as keen amateurs can quickly de-
velop complex DSSs. This is not to say that using powerful,
publicly available tools or short circuits is inherently bad.
On the contrary, if every practitioner wrote private versions
of common tool kits, this would be a major source of bugs.
However, powerful tools reduce the accidental complexity,
not the intrinsic complexity of DSS. Thus, they make building
complex systems with a high intrinsic complexity easier. This
intrinsic complexity is extremely hard to manage, especially
as it often hides in subtleties.

Challenge 5: Teams vs. individual work
Working in a team on a codebase can be extremely powerful.
However, without the proper training or organizational struc-
ture, it can also produce massive inefficiencies and errors –
teams being complex systems themselves. Software engi-
neers are often highly trained in methodologies encouraging
effective team working, e.g., SCRUM [11, 12]. They also
know how to harness the benefits of infrastructure, such as
version control, continuous integration pipelines, and pair
programming. Researchers tend to only possess informal
training in these teamwork-enabling tools, and can even be
actively discouraged from teamwork to ensure individual
contributions are clear.

Challenge 6: Bridging the academia-industry gap
Data science projects in industry and academia have many
similarities. However, besides the already discussed incen-
tive differences, there are also key differences in the DSS
development environment. Due to a larger SE culture, in-
dustry embraces the idea that high-quality code is obligatory
for maintainable DSSs; academic researchers are usually not
incentivized along these lines because of the nature of their
short-term projects. In academia, there are many benefits,
particularly the freedom to explore completely new ideas, but
the incentives promote a strong throwaway mentality towards
code and academia has virtually no feedback loop for code
quality. High-quality code is neither a prerequisite for most
publications nor used to assess job performance.

Challenge 7: Training a DSS is costly
A change in a DSS can require costly and lengthy retrain-
ing to check whether or how it changes the outcome. For
this reason, seemingly minor fixes, improvements, and code
cleanups might not happen at all.

Challenge 8: Long-term maintenance
Even a small DSS is often sufficiently complex that the num-
ber of package dependencies can easily number in the dozens.
As complex systems are inherently fragile, a minor change in
one of the dependencies can lead to a (potentially silent) fail-
ure of the entire DSS. This is one of many reasons long-term
code maintenance is costly or impossible. While there are

many countermeasures to facilitate computation reproducibil-
ity, e.g., publishing Python/Anaconda environments and test
suites, they do not ensure future reusability within a larger
DSS.

Summary of the challenges
Many researchers have a systemic lack of awareness that SE
is integral to modern data science. This results from a lack
of formal training and a perverse incentive structure, both of
which cause a colossal loss of opportunity to create value.
DSSs must be both correct and efficacious. The potential
unleashed by the useability of modern data science tools has
enabled significant progress; however, it has also led to the
development of many seemingly efficacious but incorrect sys-
tems. Industry is inherently better at developing high-quality
code as it must integrate with infrastructure, teams, and de-
ployment platforms. Academia lacks such guard rails and
code development can be myopic.

Using software development methodolo-
gies to grow complex systems
Every programmer can write small codebases, but larger ones
require SD methodologies to perform correctly and be main-
tainable [13]. So why is it generally hard to build complex
systems from scratch?

Complex systems tend to consist of many highly intercon-
nected components which are susceptible to small perturba-
tions. In the case of a codebase, these perturbations could be
simple typos that, with luck, produce a syntax error. Other-
wise, a simple typo can subtly alter the outcome in unknown
ways, leading to dramatic and unexpected consequences.

Instead, one should use small incremental steps, never
deviating far from a working system. Gall’s law, stating that
complex systems must be grown and not built, should be of
great value to data scientists as we argue that growing an
n-component system can reduce the worst-case build com-
plexity from O(n2) to O(n).

Although one can often decompose complex systems into
predominantly simple components, their sheer number and
interactions quickly produce a complex whole. If one wants
to build an n-component system, there are up to O(n2) inter-
actions, giving O(n2) potential failure points (assuming that
each component works correctly). SE has developed two lead-
ing solutions to this “O(n2)-problem”: software architecture
and the Agile development methodology [14, 13].

Software Architecture
Well-established code development principles are a critical
component of SD. One fundamental principle is the sepa-
ration of concerns, which splits the software into different
components, each handling a single isolated concern and pos-
sessing a simple, complexity-hiding interface [10]. These
components are, in turn, formed by connecting lower-level
isolated components. Designing the software architecture
in this manner reduces the graph spanned by the different
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components from a potentially densely connected graph with
O(n2) connections to a sparse graph with far fewer potential
failure points. It is also advantageous to have a sense of local-
ity in the code and graph such that components are preferably
locally connected; see Figure 2 for a visualization.

Agile Development
Modern SD tends to follow Agile methodologies, where one
grows software incrementally, adding or changing one com-
ponent at a time, so there is always a working system. One
only has to consider how this new component interacts with
the existing n components. This reduces the O(n2) potential
failure points to O(n) possible failure points at each step. In
the end, this reduces the “build complexity” from O(n2) to
O(n) when the complex system is grown. See Figure 3 for a
visualization.

New habits for DSS development
Now we discuss combining and generalizing these principles
into actionable advice for data scientists. Following these
suggestions will allow them to write correct and effective
code in less time.

Do not build complex systems; grow them
Earlier, we discussed how growing a DSS can reduce the
build complexity from O(n2) to O(n). Planning an entire sys-
tem and then building it does not work for complex systems.
We must grow DSSs to keep the complexity on the order of
at most O(n) at each incremental stage, ideally – enabled by
good software architecture – of O(1).

Planning is still required to ensure we continually grow
our systems towards the desired goal, but it should be highly
iterative and alternate with incremental implementation steps.
Planning not only orients the iterations but also helps to avoid
local optima during the evolution of the DSS. It is valuable
to recognize that the future evolution of a complex system
is increasingly fuzzy. Planning should follow a multiscale
approach with a discount factor on future details. An excel-
lent example is the comparison of SpaceX’s rocket devel-
opment process against the classical approach [15, 16, 17].
The rocket’s design was grown by testing it over many it-
eratively adapted instantiations, each being less of a failure
than the last. This iterative process, embracing the inevitabil-
ity of errors, must become a deeply appreciated fact during
the development of a DSS [18] and of complex systems in
general.

The nature and necessity of feedback loops
The power of feedback loops makes incremental, iterative de-
velopment incredibly effective. When establishing a feedback
loop, it is helpful to consider its two properties: alignment
and cycle time, see Figure 5.

Alignment. How many assumptions about a given code
component are measured by the feedback loop? Aligning the
feedback loop with our goal for the code is crucial. If the

alignment is suboptimal, the feedback loop cannot give us
confidence in the trustworthiness of the component.

Cycle time. How much time (or cost) is required to get
the feedback? Even if it were possible, a 100%-aligned feed-
back loop would be useless if it took an unreasonable amount
of time to run. Ideally, we want a short cycle time to allow
for high-frequency feedback.

Writing a test suite is extremely powerful for establishing
a feedback loop on code. Each test’s execution provides a
feedback signal on a particular aspect of the code. Respond-
ing to the signal of a test suite with high alignment and low
cycle time (running quickly and with high frequency) estab-
lishes a strong feedback loop. Reading the code also provides
a feedback signal, whose strength is defined by the code’s
readability.

As discussed previously, data scientists should care about
both the model’s efficacy and the code’s correctness. There-
fore we need feedback loops that measure both. We measure
the DSS’s efficacy by evaluating our model on a test set. We
measure its correctness (or trustworthiness) with a test suite
and by making the code as readable as possible.

Software architecture for data science systems
Good software architecture reduces the number of compo-
nents connected to any incremental addition to the system,
reducing the system’s build complexity. Good architecture
also dramatically improves the code’s readability and future-
proofs the codebase’s flexibility [19]. We argue that the
crucial architecture concept for DSSs is the idea of horizontal
layers, as shown in Figure 6.

Horizontal software layers are the different components
of an analysis pipeline, e.g., data loading, preprocessing,
model training, and evaluation. We can view each layer as
a high-level component in the software; therefore, intra- op-
posed to interconnections to other layers should dominate.
Each layer is a pocket of complexity, hiding its complexity
from the other components in the system.

Feature and model engineering are two of the most im-
portant tasks in ML, and we can interpret both as asking
questions about the data. The ultimate question we often ask
is: how well can I predict some labels with given features,
particular preprocessing, and a specific model? Answering
this requires coding the whole pipeline to establish efficacy
feedback. This lengthy wait is antithetical to the Agile ap-
proach.

Therefore, we recommend organizing the pipeline in hori-
zontal layers and building each layer in a minimalistic incom-
plete fashion so that the basic connections between the layers
are established early in the project (Figure 6). We think this
point is crucial to quickly establishing a tight, highly aligned
feedback loop. Without this feedback loop, even feature pre-
processing becomes a potential “fishing expedition” as you
cannot know if it improves the outcome.

Using a simple method like linear regression first is a
good idea when fitting a predictive model. It is often claimed
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that you should do this to avoid overfitting however, the key
benefit is that linear regression is easy to implement and fast
to run, enabling you to rapidly establish the first feedback
loop with a short cycle time. This steel thread [8] (mini-
mum viable product in SE) allows for iteration and building
complexity whilst never deviating too far from a working
codebase.

Testing for data science systems
Developing a suite of tests (e.g., unit, integration, and end-to-
end) for both the codebase and the datasets, whilst developing
a DSS, provides a comprehensive correctness feedback loop.

Code tests
A good test suite mitigates the fragility that DSSs – as com-
plex systems – inevitably have, e.g., a typo can destroy ev-
erything without ever being noticed. However, software en-
gineers often base tests on example input-output pairs, but
knowing these for non-trivial numerical code may be impos-
sible.

Property-based testing can help. While correct outputs of
a numerical function might be hard to know in advance, we
often know the mathematical properties the function should
satisfy. Property-based testing uses that knowledge, e.g.,
by creating random inputs and checking whether the prop-
erty holds for them. Libraries, such as pytest [20] and
hypothesis [21], can be utilized for general and property-
based testing, respectively.

One critical question is: which tests do I have to write to
be confident in the correctness of my system? We propose
that focusing on the functionality the system must provide
when deployed is key. This allows for recursive thinking
about which system components one must test, and to what
degree, to have confidence in the system’s functionality when
deployed externally.

DSSs should not just churn data but also highlight issues
and violated assumptions to the developer. ML code in gen-
eral, and deep learning code in particular, often fail silently
in many unexpected ways [4]. For example, one likely would
not notice if early layers of a convolutional neural network’s
architecture were buggy and their weights not updated during
training.

Data tests
We do not know what the data knows. This is another reason
why DSSs can fail silently. Therefore, implementing tests
not only for code but also for data is crucial. It is also cru-
cial to plot the data as often as possible. Looking at plots is
a feedback loop with high alignment. However, looking at
plots is time-consuming, i.e., this has a high cycle time. We
recommend extracting the relevant information from what
you see in the plots and writing tests based on that [22].

Within the code, we recommend performing as many
checks on assumptions about the data as possible; while you
should do this repeatedly, the likely most crucial point is right

before the data goes into a model [4]. Checking our assump-
tions on the data is hard as we are often unaware of them and
may forget which ones we made, so it makes sense to hard-
code them with tests whenever we notice them. One can also
do this with dedicated Python libraries like pandera [23].
If we expect a variable to be in a particular format, we should
write a check that generates an error or warning in case the
format is wrong. Tests minimize uncertainties by converting
assumptions into certainties.

We ask the data questions by running experiments. Like
in a good conversation, you must listen to the answers care-
fully and adapt your future responses and questions accord-
ingly. That does not mean your question generator algorithm
has to be greedy, but it has to be iterative. On the one hand,
iterative work unlocks the power of feedback loops, which
we need when working with complex/real-world data. On the
other hand, this requires agility in how you interact with the
data.

Conclusion
Feedback loops are a prerequisite for feature engineering,
model development, and everything else. Feedback loops al-
low one to move faster, further, and more confidently. Grow-
ing DSSs incrementally harnesses the power of feedback
loops.

Correctness and efficacy are different things that require
different feedback loops. The most critical feedback loops for
correctness are writing and running a test suite and writing as
comprehensible code as possible. The most important point
for building a feedback loop for efficacy is establishing it
early by growing the entire data pipeline as early and thinly
as possible.

We note that (almost) no feedback loop is perfectly
aligned; still, they are essential. However, we warn that a sub-
tle problem can arise when iterating on misaligned feedback
loops: overfitting, also known as Goodhart’s law [24, 25],
stating that every measure which becomes a target ceases to
be a good measure. Overfitting is predominantly a problem
for efficacy feedback loops.

As discussed in [26], people and processes optimizing
perverse incentives with misaligned feedback can lead them
to (un-)consciously “play the system.” This overfitting, i.e.,
on the validation set, can happen to the entire DSS, not just
the model. While researchers are usually aware of this prob-
lem when training a model, they are often unaware of it for
the entire DSS. The same countermeasures to model overfit-
ting apply to DSS, e.g., holdout test sets not utilized during
the development.

Also, we reemphasize that this is a socio-technical prob-
lem. Training of students and early career researchers in these
specific issues is essential, see e.g. the Turing Way [27]. Also,
despite endeavours like Zenodo or SoftwareX, academia of-
ten directs the incentive structures away from creating and
publishing high-quality DSSs. We must, therefore, improve
the incentives structure alignment in academia.
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Not correct Correct

Not efficacious

You do not know whether
your idea is bad.

Try to achieve correctness,
it might give you

efficacy too.

You need a new idea.

Efficacious

You do not know whether
your idea works.

Try to make the system
correct or analyze why

your system is effective.

Figure 1. You need both: correctness & efficacy.
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Figure 2. The graph on the left is a fully connected graph illustrating a bad software architecture. The sparsely, mostly locally,
connected graph on the right demonstrates a better architecture [28, 29].

Figure 3. Some SE practices require delayed gratification, where one has to sacrifice short-term for long-term progress.

7/10



Figure 4. Illustration of how the usefulness of feedback loops depends on their alignment (θ ) and cycle time (t). For example,
we identify (t1,θ1): a integration test that ensures the code can be run without syntactic errors which can take milliseconds;
(t2,θ2): retraining a model from scratch on a large database and evaluating it on an independent test set, which can take several
hours or days; (t3,θ3): checking for outlier values in the features of the training data, which can take milliseconds.

Figure 5. Illustration of how the usefulness of feedback loops depends on their alignment (θ ) and cycle time (t). For example,
we identify (t1,θ1): a integration test that ensures the code can be run without syntactic errors which can take milliseconds;
(t2,θ2): retraining a model from scratch on a large database and evaluating it on an independent test set, which can take several
hours or days; (t3,θ3): checking for outlier values in the features of the training data, which can take milliseconds.

Figure 6. When growing a DSS, you must be able to support the cherry on top as early as possible. This “steel thread” is
necessary to establish an efficacy feedback loop (the cherry).
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