
See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/330383762

Modelling and decision support system for intelligent manufacturing: An

empirical study for feedforward-feedback learning-based run-to-run controller

for semiconductor dry-etching...

Article  in  The International Journal of Industrial Engineering: Theory, Applications and Practice · January 2018

CITATIONS

14
READS

3,389

3 authors, including:

Marzieh Khakifirooz

Tecnológico de Monterrey

59 PUBLICATIONS   553 CITATIONS   

SEE PROFILE

Michel Fathi

University of North Texas

113 PUBLICATIONS   758 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Michel Fathi on 31 January 2019.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/330383762_Modelling_and_decision_support_system_for_intelligent_manufacturing_An_empirical_study_for_feedforward-feedback_learning-based_run-to-run_controller_for_semiconductor_dry-etching_process?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/330383762_Modelling_and_decision_support_system_for_intelligent_manufacturing_An_empirical_study_for_feedforward-feedback_learning-based_run-to-run_controller_for_semiconductor_dry-etching_process?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Marzieh-Khakifirooz?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Marzieh-Khakifirooz?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Tecnologico_de_Monterrey?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Marzieh-Khakifirooz?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Michel-Fathi?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Michel-Fathi?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/University_of_North_Texas?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Michel-Fathi?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Michel-Fathi?enrichId=rgreq-cccf34fbcf37f123b8e77d5d9cd1fb9d-XXX&enrichSource=Y292ZXJQYWdlOzMzMDM4Mzc2MjtBUzo3MjEyMzM5MzUwODU1NzBAMTU0ODk2Njk3ODQzNQ%3D%3D&el=1_x_10&_esc=publicationCoverPdf


International Journal of Industrial Engineering, 25(6), 828-842, 2018 
 

ISSN 1943-670X INTERNATIONAL JOURNAL OF INDUSTRIAL ENGINEERING 
 

MODELLING AND DECISION SUPPORT SYSTEM FOR INTELLIGENT 

MANUFACTURING: AN EMPIRICAL STUDY FOR FEEDFORWARD-

FEEDBACK LEARNING-BASED RUN-TO-RUN CONTROLLER FOR 

SEMICONDUCTOR DRY-ETCHING PROCESS 
 

Marzieh Khakifirooz1, Mahdi Fathi2, and Chen-Fu Chien1, *  

 
1Department of Industrial Engineering and Engineering Management, National Tsing Hua University 

Hsinchu, Taiwan 
*Corresponding author’s e-mail: cfchien@mx.nthu.edu.tw 

 
2Department of Industrial and Systems Engineering, University of Florida  

Gainesville, FL, United States 

 

 

Shrinkage in semiconductor devices affects the process window of all wafer fabrication steps including plasma etching. Drifts 

or shifts are most significant effects on the etching process due to shrinkage in semiconductor devices. Any drift or shift 

affects on critical dimensions (CD) of the wafer and changes the thickness and the width over time. Therefore, there would 

be an essential need for estimation and minimization of CD variation on a wafer-to-wafer basis by optimization techniques. 

This study aims to design a learning-based control system for monitoring the CD in Dry-Etching process. Feedforward-

feedback control technique is used to reduce CD variation. Among all learning-based control systems, the Iterative Learning 

Control (ILC) integrated with Virtual Meteorology (VM) data, as a well-known system which can involve both feedforward 

signal from the past events, and feedback signals from the output of the current event is used to learn the behavior of the 

system and enhance the performance of the controller run-by-run. The proposed control model is optimized by gradient 

learning approach. The result is validated through the simulated study manipulated from empirical data and shows the 

advantage of the proposed feedforward-feedback learning controller than the common run-to-run exponentially weighted 

moving average (EWMA) control design. 

 

Keywords: critical dimension; disturbance rejection controller; feedforward-feedback control system; iterative learning 

controller; decision support system; virtual metrology 
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1. INTRODUCTION 

 

Dry etching (DE) is one of the critical wafer fabrication processes for semiconductor devices to remove selected layers of 

photoresist materials and maintain the quality of critical dimension (CD). DE technology as a core part of semiconductor 

device fabrication, cannot avoid many difficulties to cope with the challenges associated with new circumstances regarding 

the future development directions of semiconductor manufacturing. In general, DE suffers from the following challenges: 

 Rapid development of lithography technology from double patterning technology to quadruple patterning 

technology, which is required tighter control law for global and local distribution control of CD (Turkot et al., 2017). 

 Tremendous increase of difficulties for High Aspect Ratio Contacts (HARC) etching such as DRAM capacitor, 

VNAND channel hole etching, and Metal Contact (MC) etching (Tandou et al., 2016). 

 More demand on lot-to-lot, wafer-to-wafer, and tool-to-tool or even die-to-die process variation management in 

recent years (Chien et al., 2016). 

 Request for innovative approaches to achieve goals of the etching process while utilizing new material/new structure 

(Ghodssi and Lin, 2011). 

Specifications for DE are typically a tradeoff among rate, directionality, uniformity, selectivity, pattern dependencies, 

damage, and cleaning of etching process (Sawin, 1994). These requirements are contradictory, and typically resulting in the 

loss of CD control process because of photoresist erosion or lifetime of etching tools. Therefore, designing an excellent CD 

control system is one of the essentials to achieve high etching rates. 
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This study aims to propose an optimal control system for monitoring CD after the etching process. The CD is measured 

by metrology tool and is compensated by modifying the setup parameters of the controller or replacing the etching tools 

before their life cycle. A feedback message is sent to the next run for pre-adjustment, and a feedforward message is transmitted 

from the previous chemical-mechanical polishing (CMP) for post-adjustment. Then, the input recipe is updated for the next 

run based on recently measured process data through the metrology tools. 

In this paper, we drive a learning control design technique based on the frequency of measurement data that integrates 

feedforward and feedback control on the etch process. To the best of our knowledge, there is only limited studies investigated 

on the Advanced Process Control (APC) system for CD of DE process. Some significant contributions in controlling CD is 

summarized in Table 1. Most of the developed model from literature are based on the run-to-run (R2R) controller which has 

a fixed profile structure and is not suitable for CD of DE process. We will broadly discuss this phenomenon in Section 2. 

Based on both feedback and feedforward control signal and the mixture characteristics of control variables (i.e., lifetime, 

width, depth) plus the high-mixed production plan and short lifetime of etching tools, we need an advanced learning control 

system to be adapted with dynamic structure of DE process. Hereupon these needs, we design a novel feedforward-feedback 

learning R2R control system, to support all obligations in controlling CD during DE process.  

The proposed approach is developed in a way that can be utilize the feedback information from metrology step combined 

with feedforward information of the previous CMP step. In addition, to overcome the challenges of metrology delay and 

shortage of data, the proposed control system is designed based on the learning-based control process and frequent 

measurement system (iteration). The applications of learning-based controller can cover a wide range of operations in the 

semiconductor industry such as chemical vapor deposition (CVD) process (Xu et al., 1999; Chen et al., 2011), batch 

processing (Kim et al., 2013a; Kim et al., 2013b, and temperature uniformity control (Won et al., 2017). The learning-based 

control design in this study is inspired by Iterative Learning Control (ILC) system for R2R control design where iteration 

data is generated by Virtual Metrology (VM) tool.  

The remainder of this paper is organized as follows: Section 2 introduces the core challenges, construction of problems, 

and intellectual foundations of investigating DE fabrication processes in this study. Section 3 presents the core structure of 

learning-based controller and the augmented feedforward-feedback R2R for controlling the CD. Section 4 demonstrates the 

case study of manufacturing data. Finally, the paper will be concluded in Section 5. 

 

Table 1. Related studies on advanced process control of CD of DE process 

 

Reference Control System Control Objective Main Contribution 

El Chemali et 

al. (2003) 

feedforward and 

feedback R2R 
Kalman filtering 

minimizing and modeling etch-rate 

disturbance using a model of relationship 

between toll-etching life time and CD 

El Chemali et 

al. (2004) 
feedback R2R Kalman filtering 

manipulating the inputs and estimate 

disturbances; control sidewall angle 

Mao et al. 

(2007) 

multiple-

dimensional closed-

loop feedback R2R 

EWMA; Kalman filtering 

analyzing the effect of model mismatch 

and the controller’s sensitivity to 

unknown noise 

Wu et al. 

(2008) 
R2R 

Nonlinear Multiple 

Exponential-Weight Moving-

Average (NMEWMA); 

Dynamic Model-Tuning 

Minimum-Variance (DMTMV) 

modeling the relationship between 

exposure dose and focus and CD 

Yang et al. 

(2010) 
R2R - 

monitoring photoresist parameters such 

as photoresist thickness, photoactive 

compound and CD in-situ and in real-

time 

Ngo et al. 

(2013) 

Linear Model 

Predictive (LMP) 
EWMA; Kalman filtering 

manipulating etch time to estimate state 

variables 

Chien et al. 

(2015) 
feedforward R2R 

Analysis of Variance  

(ANOVA) 
determining tool affinity 

Hsu and Wu 

(2016) 
R2R error-smoothing EWMA compensating the process variation 
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2. PROBLEM DEFINITION AND IDENTIFICATION 

 

2.1. Terminologies and Notations  

 

The notation and terminologies used in this study are listed as follows: 

 

𝑗 The iteration index. 

𝑡 The process run index, 𝑡 ≥ 1. 

𝑇 The total number of instance at each iteration. 

𝒖𝑗(𝑡) Vector of input variables for iteration 𝑗 at run 𝑡. 

𝒚𝑗(𝑡) Vector of process outputs for iteration 𝑗 at run 𝑡. 

𝒚𝑑(𝑡) Vector of desired process outputs at run 𝑡. 

𝑑(𝑡) Process disturbance at run 𝑡. 

𝒆𝑗(𝑡) Vector of deviation from the desired output for iteration 𝑗 at run 𝑡. 

𝐽𝑡 Cost function at run 𝑡. 

𝐹𝐹 Difference between the output and target of pre-layer. 

𝑅𝐹 Etching tool lifetime. 

𝐶𝐹𝐹 Coefficient of linear regression between intercept and output of pre-layer. 

𝐶𝑅𝐹 Coefficient of linear regression between intercept and tool lifetime. 

𝑃(𝑞) Rational function of learning-based controller. 

𝑄(𝑞) Q-filter of learning-based controller. 

𝐿(𝑞) Learning function of learning-based controller. 

𝑞 Forward time-shift operator. 

 

2.2. Semiconductor DE Process  

 

The etching process removes material from areas identified by the lithography process, to create structures for functional use 

(see Figure 1). Etching is a critically important process which every wafer needs to undergo this step many times before its 

completion. There are two main types of etching, wet-etching (liquid-based etchants) and DE (plasma-based etchants).  

In wet-etching, the wafers are immersed in a tank of chemical solution or etchant. In wet etching, the photoresist material 

is removed through chemical reaction between wafer surface and etchants. DE is the removal process of material in the 

absence of the solvent. In DE process, the etching materials such as gases or plasma remove the substrate layer by the physical 

reaction. The wet-etching has some limitations in its applicability including the large size of patterning, isotropic process 

(Ivanov, 2017), hazardous of chemical materials, long completion time, and combination with a subsequent rinse (Jörg et al., 

2018). Therefore, DE technique is more applicable in the wafer fabrication process than wet-etching. 
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Figure 1. The etching process for wafer fabrication 

 

Any etch process is characterized by certain properties and quality measurements as follows: 

 Etching rate: The amount of material removed from the wafer over a defined period of time. 

 Selectivity: The ability of the etch process to distinguish between the photoresist layer and substrate to be carved 

and the material not to be carved. 

 Feature profile: Isotropic, etching proceeds at equal rates in both horizontal and vertical directions; Anisotropic, 

etching flows faster in one plane than in another. 

 CD: dimensions of the delicate patterns formed on a wafer, i.e., width and depth. 

 Residue: Remaining polymer after a post-etching cleaning process. 

 Thickness: The photoresist thickness after the post-etching process. 

 

In DE process, usually due to the lifetime of etching tools and mixed-product production process, it is challenging to 

obtain sufficient historical data as the reference information for controlling the production process. Therefore, the control 

system of DE process should design in a way that can be learned during short life-cycle of etching tools. In this study, among 

all properties, CD as the key characteristics of the etching process is selected for further investigations in designing the 

learning-based control system for DE. 

 

2.3. Control System of CD  

 

The CD is one of the important quality characteristics for wafer fabrication that its toleration should be continuously 

controlled, and keep it tight for yield enhancement. In semiconductor fabrication device, there is two different source of CD, 

the CD of scanned pattern via photolithography processes or photo-CD (PCD), and the CD measured by metrology tools after 

the etching process or etch-CD (ECD). The ECD represents the final line-width of fabricated patterns of each layer on the 

wafer. Thus, the ECD is the target for process control. The fundamental objective of the control process for ECD is 

minimizing the ECD’s variation. Nevertheless, the ECD’s variation is affected by the variability of both etching and 

photolithography processes. Therefore, the process control in etching should reduce the cumulative process variation from 

photolithography to the end of etching time. Controlling ECD is an inter-process R2R control (Chien et al., 2015; Qin et al., 

2006) (see Figure 2), which requires the information from the past production step as well as measurement information from 

metrology tools to build a sufficient control system.  

In the rest of this study for simplicity, the general CD refers to the ECD. 

Showing in Figure 2, the inter-process R2R control deals with the process control of two or more inter-related process 

modules. In practice, although CVD and CMP are affecting the thin film thickness, the CMP processes can affect the control 

strategy of the CD. In particular, after the CMP process removes the unwanted photoresist materials, process engineers can 

report the photoresist thickness. The CMP measurement will be applied as a feedforward controller to the DE process. CD 

will be measured during the metrology step and will send feedback to the etching process (see Figure 3). As each wafer 

undergoes many times under DE for completing the fabrication process, therefore, the control purpose of CD is to minimize 

the effect of unmeasurable cumulative disturbance on the CD from the first layer of DE. 

 



Khakifirooz, Fathi, and Chien Feedforward-feedback R2R for Smart Manufacturing 

 

832 

 
 

Figure 2. Classification the level of control process during the process flow of wafer fabrication (Chien et al., 2015; Qin et 

al., 2006) 

 

In Figure 3, consider the system design of a controller which only contains the feedback signal from the metrology tools. 

Therefore, the linear dependency simply holds for input and output, and the relationship is usually known and formulated as: 

 

𝒚(𝑡) = 𝑠𝑙𝑜𝑝𝑒 ∗ 𝒖(𝑡) + 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 (1) 

 

 
 

Figure 3. The process flow in system design of controller for CD 

 

where the input  𝒖(𝑡) is the etching time measuring the time of chemical or physical reaction to remove the photoresist 

material, the output 𝒚(𝑡) is CD such as depth and width, and 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 is cumulative disturbance and uncertainties.  

However, the process variation usually includes the disturbance (𝑑(𝑡)) from the effects of DE of previous photoresist layers 

(in short called pre-layer effect) or the etching tool lifetime in radio frequency (RF) hours. In this situation, both effects of 

pre-layer disturbance and tool lifetime can contribute into the “intercept”. The effect of pre-layer disturbance could be 

reported from CMP measurement called the feedforward signal (see Figure 3). Therefore, the intercept in (1) is divided into 

two portions  

 

𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 =  𝐶𝐹𝐹 ∗ 𝐹𝐹𝑑(𝑡) + 𝐶𝑅𝐹 ∗ 𝑅𝐹𝑡𝑖𝑚𝑒 + 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡′ (2) 

 

and (1) is updated as follow: 

 

𝒚(𝑡) = 𝑠𝑙𝑜𝑝𝑒 ∗ 𝒖(𝑡) + (𝐶𝐹𝐹 ∗ 𝐹𝐹𝑑(𝑡) + 𝐶𝑅𝐹 ∗ 𝑅𝐹𝑡𝑖𝑚𝑒 + 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡′) (3) 

 

where 𝐶𝐹𝐹 is the coefficient of linear regression between intercept and output of pre-layer, 𝐹𝐹𝑑(𝑡) is the difference between 

the output of pre-layer and target of pre-layer (or the disturbance from pre-layer), and 𝐶𝑅𝐹  is the coefficient of linear 

regression between intercept and tool lifetime. In practice, 𝐶𝐹𝐹 and 𝐶𝑅𝐹 are fixed, and if process engineers detect any change 

in CD, the coefficient parameters in the model will update to their optimal setting. This study aims to design a control system 

for controlling both feedback and feedforward signals to avoid any significant changes in the system and optimize the 

coefficient parameters without relying on the expert knowledge.  

The sparse behavior of semiconductor manufacturing data (one observation per run), makes the R2R controller as the 

most applicable and suitable control design for this industry. However, for some process like DE, which is engaged with a 

high level of dynamicity the regular R2R controller is not efficient. On the other hand, in general design of R2R, first, input 

profiles for 𝑡-th run, named 𝒖(𝑡), then the conventional R2R is used to update output 𝒚(𝑡). Therefore, 𝒚(𝑡) has no profile, 

while 𝒖(𝑡) has a fixed profile structure. The fixed profile structure of R2R controller does not allow a different structure for 

input and output signal. In another word, the R2R controller is designed for the system when both input and output are 

describing the same characteristics. Therefore, regarding to the linear relationship between input and output of controller for 
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CD of DE as described in (3), when output is representing the CD and input is a function of etching time, etching tool’s 

lifetime, and disturbance from pre-layer, obviously R2R controller is not the best choice for DE process. 

In this study, we propose a learning-based control design for CD of DE to deal with the sparsity of semiconductor 

manufacturing data with a varying profile structure.  

 

3. OPTIMIZATION BASED LEARNING IN CONTROL SYSTEM 

 
The performance of a system which repeats a task multiple times can be improved through learning procedure from previous 

iterations. As the production repeats cyclically, at each loop/cycle/run the optimal decision is made and becomes the initial 

setting for the next loop/cycle/run. The control system can learn from this cyclic repetition and iteratively improve the 

performance accuracy. Learning control can deal with the problem of synthesizing an appropriate control input to make the 

system produce the desired action by repeated trails even with incomplete knowledge. In this study, we used the advantages 

of learning by repeating to support control system of the CD during the DE process.  

There are many extensions of applying learning terminology in control theory which some of its advantages can be briefly 

classified as follows (Antsaklis, 2001):  

1. To learn about the plant; how to derive new plant models and to learn how to incorporate changes. 

2. To learn about the environment; this can be done using methods ranging from passive observation to active 

experimentation. 

3. To learn about the controller; learn how to adjust specific control parameters to enhance performance. 

4. To learn new design goals and constraints. 

 

There is a variety of control strategy can be learned by historical information to design a new control system. In 

particular, the Iterative Learning Control (ILC) (Chen et al., 2012), R2R control (Moyne et al., 2000; Chien et al., 2014), 

Adaptive Control (AC) (Å ström and Wittenmark, 2013), Neural Networks (NN) (Hunt et al., 1992), and Repetitive Control 

(RC) (Steinbuch, 2002) are commonly used methodology. Table 2, summarizes the applications and characteristics of the 

aforementioned learning-based control model. In this study, we design a hybrid learning-based feedforward-feedback control 

system to optimize 𝐶𝐹𝐹 in (3) based on the problem definition in Section 2. The proposed control system can compensate 

limitations of R2R controller with the following properties:  

1. Automatic coefficient optimization of disturbance. 

2. Robustness improvement through the use of causal feedback of metrology tools and feedforward of data from 

previous CMP step. 

3. Iterative learning procedure to deal with lack of historical information for learning. 

 

Table 2. Comparison key characteristics and objectives of ILC, R2R control, Adaptive Control, Neural Networks, and 

Repetitive Control system 

 

Control 

System  
Key Characteristics Advantage Limitation 

IL
C

 (
B

ri
st

o
w

 e
t 

a
l.

, 
2

0
0

6
) 

 time-based function 

 can be applied for dynamic 

batch processing 

 is built upon feedback and 

feedforward controller 

 can be built based on state 

space model 

 modifies the control 

input/signals 

 intended for discontinues 

operation 

 the initial setting is fixed 

for entire of process 

 input has varying 

profile 

 output has frequent 

measurement 

 feedforward control can 

eliminate the lag in the 

transient tracking of 

feedback control 

 does not need the 

distribution of 

repeating disturbances 

 highly robust to system 

uncertainties 

 has closed loop structure 

 friction, unmodeled 

nonlinear behavior, and 

disturbances can limit the 

effectiveness of 

feedforward control 

 cannot provide perfect 

tracking in every 

situation 
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R
2

R
 (

T
an

 e
t 

a
l.

, 

2
0

1
5
) 

 time-based function 

 can be applied for static 

model 

 can be built upon on state 

space model 

 has close loop and open 

loop structure 

 only a single product is 

manufactured on a single 

tool  

 input has fixed profile 

structure 

 output has sparse 

measurement 

R
C

 (
W

an
g

 e
t 

a
l.

, 

2
0

0
9
) 

 time-based function 

 can be applied for dynamic 

continuous process with 

periodic input 

 can be built upon transfer 

function 

 the initial setting is based 

on last trail 

 input has varying 

profile 

 output has frequent 

measurement 

 has single close loop 

structure 

 intended for continues 

operation 

NN 

 can be applied for 

nonlinear network 

 modifies the control 

parameters 

 solve problems that do 

not have an algorithmic 

solution 

 requires extensive 

training data 

 convergence rate is slow 

AC 
 modifies the control 

system 
- 

 does not use the 

historical data 

 

3.1. Framework of an Intelligent Control System 

 

To design a robust control system based on feedforward-feedback learning-based structure an intelligent control system is 

demanded. The framework of an intelligent control system is partitioned into three main parts: plant, data management center, 

and optimal controller where all three components continuously are connected to decision support system. The schematic of 

an intelligent control system is illustrated in Figure 4.  

In the first part or production plant, the information is produced, and collected, then process engineers apply the decision 

rules. The entire of demanded information including metrology data, control parameters, scheduling and recipe information, 

and environmental factors are collected in this part and then stored in the data management center for further investigation.  

Data management center is a vital part for statistical process control (i.e., fault detection, recipe management, and yield 

enhancement). In fact, the data management center is a feeding part of decision support system. The whole information, from 

raw data, decision rules or control law could be restored in the data management center. 

The control system plays the analyzer role. Regardless the structure of the control system, all controllers are using the 

information from data management center, and again sending the control law and predicted information to there, where the 

decision support system can make the decision rules for plant performance enhancement. 

 

 
 

Figure 4. The framework of feedforward-feedback control system equipped with VM. 
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3.2. Feedforward-Feedback Learning-Based Control System 
 

Consider the regular R2R controller which is equipped with only a feedback signal, as the most widely applied control system 

in semiconductor manufacturing. In controlling the CD of DE process, the regular feedback R2R controller cannot attain 

precisely near zero error due to time dependency of tool lifetime, tool heath, and cumulative disturbance that may transfer 

from pre-layers (Chien and Hsu, 2011; Chien et al., 2014; Yu et al., 2014).  

To adapt the R2R controller with dynamic change in the system, there should be multiple measurements, however, the 

sparsely sampled output measurement from metrology tools can’t support the dynamic change. One solution to overcome 

this weakness is to use the advantage of VM (Kang et al., 2011; Tsai et al., 2013; Baseman et al., 2016; Jebri et al., 2017) in 

the control system. The role of VM is to produce data for iterative control, therefore, the R2R controller can learn how to 

compensate the cumulative disturbance through iteration.  

To adopt the VM into R2R controller we conduct the “just in time learning” approach (Cheng and Chiu, 2004) as the 

following steps: 

1. At 𝑡-th run, virtual data is built upon the historical measured data through k-mean clustering.  

2. Iteration is run using the data in the same cluster with the 𝑡-th measured data. 

3. The process is separately conducted for both feedforward and feedback signals. 

The proposed controller in Figure 4 is a controller that due to learning procedure can produce zero tracking error during 

repetitions of a command or eliminate the effects of a repeating disturbance on a control system output. Therefore, VM 

technology can be emerged into the R2R controller as a powerful tool to obtain models of imperfection and noisy data with 

a high degree of interpretability. 

The next question to design a powerful control system for CD of DE process is how to eliminate the uncertainty using 

past performance information on the current trial (or how to bring the feedforward signal from CMP step into R2R control 

design)? The answer to this question can be given if the R2R controller will be formulated in a time-domain format.  

Assume the discrete-time, linear time-invariant (LTI), Single-Input Single-Output (SISO) system as the principal 

structure for our proposed controller as follow:  

 

𝒚𝑗(𝑡) = 𝑃(𝑞)𝒖𝑗(𝑡) + 𝑑(𝑡) (4) 

 

where 𝑞 is the forward time-shift operator which means for any input signal at (𝑡 + 1)-th run it can defined by the input 

signal at 𝑡-th run by 𝑞. 𝑢(𝑡) ≡ 𝑢(𝑡 +  1) and the plant 𝑃(𝑞) is a proper rational function of 𝑞 and has a delay, or equivalently 

relative degree of 1. We assume that 𝑃(𝑞) is asymptotically stable. Repeating disturbances (Boeren et al., 2016), repeated 

nonzero initial conditions (Gal and bars, 2013), and systems augmented with feedforward-feedback control (Kuo, 2002) can 

be captured in 𝑑(𝑡). Therefore, with regards the desired system output 𝒚𝑑(𝑡) at 𝑡-th run, the system performance or error 

signal can be defined as follows: 

 

𝒆𝑗(𝑡) = 𝒚𝑑(𝑡) − 𝒚𝑗(𝑡) (5) 

 

𝒖𝑗(𝑡) = 𝑄(𝑞)𝒖𝑗−1(𝑡) + 𝐿(𝑞)𝒆𝑗(𝑡) (6) 

 

where 𝑄(𝑞) ∈ (0,1) is Q-filter (transforming the feedforward information) and 𝐿(𝑞) is the learning function (updating law). 

The dynamic control system with plant dynamics in (4) and learning dynamics in (6) are shown in Figure 5. By the definition 

of (4) and (6), the R2R controller is changed to the form of ILC. 

 

 
 

Figure 5. The block diagram of learning procedure of feedforward-feedback controller for one iteration. 
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3.3. Optimization the Control System for CD 

 
The augmented feedforward-feedback learning-based controller similar to the regression model in (3) is formed into two 

parts: 

1. A linear regression between CD and etching time. 

2. The model of disturbances. 

 

Therefore, the objective function of control system with regards to (3), (4), and (6) and the definition of error signal in 

(5) is: 

 

min
𝑢(𝑡)

 𝐽𝑡 = |𝒆𝑗(𝑡)|
2
 

 

𝒆𝑗(𝑡) = 𝒚𝑑(𝑡) − 𝒚𝑗(𝑡) 

 

𝒚𝑗(𝑡) = 𝑠𝑙𝑜𝑝𝑒 ∗ 𝒖𝑗(𝑡) +  𝑑(𝑡) 

 

𝒖𝑗(𝑡) = 𝑄(𝑞)𝒖𝑗−1(𝑡) + 𝐿(𝑞)𝒆𝑗(𝑡 − 1) 

(7) 

 

where 𝑑(𝑡) = 𝐶𝐹𝐹 ∗ 𝐹𝐹𝑑(𝑡) + 𝐶𝑅𝐹 ∗ 𝑅𝐹𝑡𝑖𝑚𝑒. 

 

Deriving the decision variables 𝑠𝑙𝑜𝑝𝑒, 𝐶𝐹𝐹, 𝑄(𝑞) and 𝐿(𝑞) is necessary to solve the optimization problem in (7). There 

is infinite possible iterative procedures to solve the optimization problem in (7). The gradient approach (Owens et al., 2009) 

has the most straightforward form and has been widely investigated in literature for optimizing the learning-based error 

(Amann et al., 1996). 

 
4. EMPIRICAL STUDY 

 

Follow modeling a predictive control design for minimizing the variation of CD, the next step is to implement the proposed 

controller with process data and under unmeasurable disturbance. The primary objective of the controller is to regulate the 

CDs in the face of all sources of uncertainties, in which the difference between actual output and desired output will be 

minimized. Accordingly, if the control model can reject the effect of uncertainties, then the actual output and the input should 

be very close to each other.  

In addition, for any control system design, it is essential to understand the system configuration, calibration, and 

initialization before system assembles in the real plant. In the case of learning-based feedforward-feedback control system, 

we should understand how the learning process can reject the disturbance and how the learning rate can transfer the 

disturbance-free output at the current run to the input at the next run. Furthermore, for the DE process, we would like to 

understand the effect of various process parameters on CD from the quality of photolithography or CMP process.  

To estimate the validity of the proposed control system and the effect of learning in feedforward-feedback control design, 

we implement a simulation study for 200 lots of manufacturing data. To design the simulation scenario, we firstly collect 

empirical data, and the density plot of real data is illustrated in Figure 6. Manufacturing data in this study are accumulated 

the effect of etching tools’ lifetime and etching time together. Therefore, equation (7) updates as follow: 

 

min
𝑢(𝑡)

 𝐽𝑡 = |𝒆𝑗(𝑡)|
2
 

 
𝒆𝑗(𝑡) = 𝒚𝑑(𝑡) − 𝒚𝑗(𝑡) 

 

𝒚𝑗(𝑡) = 𝑠𝑙𝑜𝑝𝑒 ∗ 𝒖𝑗(𝑡) +  𝐶𝐹𝐹 ∗ 𝐹𝐹𝑑(𝑡) 

 

𝒖𝑗(𝑡) = 𝑄(𝑞)𝒖𝑗−1(𝑡) + 𝐿(𝑞)𝒆𝑗(𝑡 − 1) 

(8) 
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Figure 6. The density plot of empirical 𝒖(𝑡) (red line), 𝒚(𝑡) (green line), and 𝐹𝐹𝑑(𝑡) (blue line) 

 

The following steps design the simulation process for performance evaluation of the proposed feedforward-feedback 

learning-based R2R for controlling the CD in DE process for a SISO system. 

Step 1: Consider 𝐹𝐹𝑑(𝑡) in simulation design equivalent to the empirical data as illustrated in Figure 6. In addition, 

initiate 𝒚1(1) and 𝒖1(1) equal to the empirical result. 

Step 2:  Consider 200 data set (𝒚(𝑡), 𝒖(𝑡), 𝐹𝐹𝑑(𝑡)) as the information for 8 lots. 

Step 3:  Set number of iteration 𝑗 = 20. 

Step 4:  Initiate the parameter setting for 𝑄(𝑞), 𝐿(𝑞), 𝑠𝑙𝑜𝑝𝑒, and 𝐶𝐹𝐹 as (0.5,1,1,1), respectively. 

Step 5:  Set 𝒚𝑑(𝑡) equal to the 𝒖1(𝑡 − 1). 

Step 6:  Generate virtual data by “just in time learning” approach as mentioned in Section 3.2, where parameters of k-

mean clustering method are selected by tuning algorithm. 

Step 7:  Optimize the model in (8) by gradient decent method in Owens et al. (2009). 

Step 8:  Adopt Residual Mean Square Error (RMSE) in (9), and Range in (10) for performance comparison between 

the feedforward-feedback learning-based R2R controller and empirical data. 

 

𝑅𝑀𝑆𝐸 =  √
∑ |𝒆(𝑡)|2200

𝑡=1

𝑡
 (9) 

 

𝑅𝑎𝑛𝑔𝑒 =  max
𝑡

𝒚(𝑡) − min
𝑡

𝒚(𝑡) (10) 

 

Figure 7 illustrates the effect of iteration on the performance of the learning control system for the first 11 iterations of 

the simulation scenario. It is clear that always a high number of repetition cannot guarantee the better performance. Among 

all situations, 𝑗 = 7 and 𝑗 = 8 perform the best result in case of Range and RMSE, respectively. In addition, error reaches to 

the steady-state condition after 8-th iterations. Table 3 summarizes the effect of RMSE and Range for each iteration after 200 

runs.  

 

Table 3. RMSE, and Range for each iteration 

 

Index 𝒋 = 𝟏 𝒋 = 𝟐 𝒋 = 𝟑 𝒋 = 𝟒 𝒋 = 𝟓 𝒋 = 𝟔 𝒋 = 𝟕 𝒋 = 𝟖 𝒋 = 𝟗 𝒋 = 𝟏𝟎 

𝑅𝑀𝑆𝐸 - 960 472 221 107 44 26 19 24 31 

𝑅𝑎𝑛𝑔𝑒 - 1710 797 370 157 82 52 75 103 148 

Index 𝒋 = 𝟏𝟏 𝒋 = 𝟏𝟐 𝒋 = 𝟏𝟑 𝒋 = 𝟏𝟒 𝒋 = 𝟏𝟓 𝒋 = 𝟏𝟔 𝒋 = 𝟏𝟕 𝒋 = 𝟏𝟖 𝒋 = 𝟏𝟗 𝒋 = 𝟐𝟎 

𝑅𝑀𝑆𝐸 41 53 68 85 107 133 164 202 249 306 

𝑅𝑎𝑛𝑔𝑒 198 255 331 425 543 682 853 1062 1318 1640 

 

Figure 7 shows that how iteration can be helpful for controller to learn and eliminate the effect of unmeasurable 

disturbance. As we can see for 𝑗 = 2, error is calculated by 𝒆1(𝑡) = 𝒖1(𝑡) − 𝒚2(𝑡) and due to the initial setting of parameters 
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defined in Step 4, the cumulative error is positive. Since the estimated error 𝒆(𝑡) in comparison with the estimated input 𝒖(𝑡) 

is very small (see Figure 8), therefore, the effect of input is more stronger than the effect of error on estimating the output 

𝒚(𝑡). In this example, as we can see on Figure 7 the value of 𝒖(𝑡) is always positive, therefore, it is expected that error has 

positive value at the first iteration is expected. For the second iteration 𝒚𝑑(𝑡) = 𝒖1(𝑡)  remains fix, however, 𝒚𝑗(𝑡)  is 

indirectly affected by 𝒖𝑗−1(𝑡) and this causes that 𝒆2(𝑡) has opposite sign of 𝒆1(𝑡). This pattern is repeated until learning 

algorithm (iterations) can eliminate the effect of unmeasurable disturbance.  

 

 
 

Figure 7. The effect of iteration on optimization of (8). 

 

 
 

Figure 8. Performance comparison between proposed R2R controller and empirical data, where the y-axis indicates 𝒖(𝑡), 

𝒚(𝑡), and 𝒆(𝑡) for each plot from left to right, respectively. 

 

Figure 8, shows the comparison results between empirical data (EWMR-R2R with fixed discount factor 0.3) and 

feedforward-feedback learning-based R2R. The results indicate that the proposed R2R controller tightens up the excellent 

performance bound, and eventually achieves a lower cost, together with an extensive disturbance, in comparison with the 

empirical control design (EWMR-R2R with fixed discount factor 0.3). In total, although in contrast, the proposed R2R 

controller has weakness in the performance improvement for Range (see Table 4), it can be taught to the system to estimate 

the output very close to the input which resulted in improvement of the error. 
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As discussed in Amann et al. (1996), the feedforward-feedback learning-based R2R algorithm employed in this study 

can be implemented in practice if and only if the feedback loop is available. For implementation, the free parameters 𝑄, and 

𝐿 in (8) must be chosen appropriately. The parameter 𝐿 is related to the size of the error, and the parameter 𝑄 to the size of 

the change of the input. Therefore the sensitivity analysis is essential for study the speed of convergence.  

 

Table 4. RMSE, and Range for each iteration 

 

Index 
RMSE Range 

EWMA-R2R Learning-R2R EWMA-R2R Learning-R2R 

𝒆(𝑡) 82.147 19.051 42.75 75.68 

𝒖(𝑡) 22.2 4.37 5.579 4.88 

𝒚(𝑡) 104.21 22.43 40.74 77.97 

 

To illustrate the effect of 𝑄 and 𝐿, we could consider 𝑄 to be fixed and set 𝐿 =  𝑎𝑄, 𝑎 > 0. Therefore, for small 𝑎 the 

algorithm is expected to change the incremental input substantially to achieve a small error and causing a fast rate of decrease 

of 𝐽𝑡. Contrariwise, for large 𝑎 the convergence rate of 𝐽𝑡 will hold with a slow rate in decreasing pattern. 

 

5. CONCLUSION 

 

Smart decision support system is critical for intelligent manufacturing, integrating operations research modeling, optimization, 

big data analytics, and AI to empower flexible decisions with complicated objectives involved in strategic, operational, and 

tactical decisions. For a process that is repetitive or cyclic, the learning type control method should be the first choice for 

control. The specific type of learning type control should then be selected according to the characteristics of the process. In 

this study regards to the cycling nature of the semiconductor manufacturing and the different profiles of input variables, the 

hybrid feedforward-feedback learning-based R2R control system is selected for process monitoring of DE process. 

The feedforward-feedback learning-based R2R system has proven to be accurate and flexible for monitoring the CD 

during the DE process. This approach has modeled wafer fabrication processes with the low error for empirical data compare 

to EWMA-R2R control design. The presented methodology is able to learn from the input variable and ignore the effect of 

unmeasurable uncertainties through the iterative learning process and the help of virtual data, and compensate the variation 

of CD.  

The constraint-free optimization algorithm in (8) is evolved by gradient learning approach and has the capability to 

work online and offline for the supervisory control plant. However, to facilitate the optimization algorithm, the system can 

be modeled firstly by historical data in the offline mode to initiate the parameter setting for online mode. Regards to the data-

warehouse management strategy, the offline model can also store the feedforward/feedback signal in the data warehouse till 

receiving the feedback/feedforward signal then can optimize the system. 

The result presented in this paper was regarding the capabilities of the feedforward-feedback learning-based R2R 

controller for LTI system. Furthermore, there are a number of extensions that could be considered as the future research 

direction. Future research can be done to employ big data analytics (e.g. Chien and Chuang, 2014; Khakifirooz et al., 2018) 

to enhance CD control and the yield. Also, more studies can be done to address the issues of convergence rate and robustness 

of the proposed control system. As it is an often case in semiconductor manufacturing, there would be a potential of the 

technique for investigating the non-linear optimization model for CD instead of the linear model in (3). Also, similar control 

system can be considered with time-varying metrology delay of LTI system. There is a great deal of research needed for 

comparison in the area of learning-based control system, such as NN or kernel-based optimization control systems. The 

learning algorithm could be designed for learning the different source of disturbance (i.e., non-stationary disturbance or 

stationary disturbance) and the model in (3) could expand by the effect of the other environmental variables such as gas flows, 

and temperature. The optimization algorithm could involve the control variable with constraint and enhance the performance 

of the CD controller.  
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