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ABSTRACT 

Federated Learning (FL) enables collaborative model training across distributed 

data silos while preserving data privacy—a particularly appealing approach for 

healthcare, where data sensitivity and institutional silos dominate. However, the 

deployment of FL in medical domains is challenged by data heterogeneity and varying 

data quality across institutions. This paper presents a comprehensive review and 

introduces optimizations to FL protocols to address these challenges. Specifically, we 

investigate adaptive client weighting, quality-aware aggregation, and robust 

differential privacy schemes. Our analysis shows that these strategies not only maintain 

model performance but also ensure fairness and privacy across clients with diverse data 

characteristics. 
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1. Introduction 

The healthcare domain has witnessed an explosion in data-driven applications, driven 

by advances in machine learning (ML) and artificial intelligence (AI). However, data privacy 

regulations such as HIPAA and GDPR severely restrict the centralization of sensitive medical 

data. Federated Learning (FL) offers a solution by enabling decentralized model training across 

multiple institutions without moving the raw data. Each participating client (e.g., a hospital) 

trains a local model and only shares model updates, significantly reducing privacy risks. 

Despite its promise, FL in medical applications faces significant challenges: 

• Data Heterogeneity: Medical datasets differ vastly across institutions due to varying 

equipment, protocols, and patient demographics. 

• Variable Data Quality: Data collected may have inconsistent annotation standards, 

noise levels, or missing modalities. 

• Communication Bottlenecks: Frequent model update exchanges strain bandwidth and 

increase training time. 

In this paper, we focus on optimizing FL protocols under such constraints. We review 

pre-2022 foundational studies that addressed FL in healthcare and propose improvements 

centered on: 

• Dynamic weighting of client updates based on data quality 

• Use of differential privacy to ensure compliance and privacy 

• Aggregation techniques that are robust to skewed and non-IID data distributions 

An illustrative figure and a summarizing table are provided to guide readers through 

current challenges and potential solutions. 

 

2. Literature Review 

Federated Learning (FL) has rapidly gained traction in healthcare due to its ability to 

preserve data privacy while enabling collaborative model training across institutions. However, 
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significant challenges related to statistical heterogeneity, data quality variance, and client 

resource diversity have emerged. This section summarizes foundational contributions to the 

field before 2022, focusing on strategies addressing these challenges in healthcare applications. 

Li et al. [1] introduced FedProx, an extension of the traditional FedAvg algorithm, to 

explicitly handle data heterogeneity across clients. Their formulation incorporates a proximal 

term to stabilize training across non-IID client distributions. This approach laid the groundwork 

for subsequent enhancements in robust FL optimization. 

One of the earliest and most influential healthcare applications of FL was presented by 

Sheller et al. [2], who implemented FL across multiple institutions for brain tumor 

segmentation. Their study revealed that while FL enabled collaboration without data sharing, 

the non-IID nature of medical imaging data led to performance disparities, highlighting the 

need for client-specific customization. 

To provide a broader perspective, Rieke et al. [3] compiled a comprehensive review of 

FL applications in digital health. They emphasized privacy regulations, technical feasibility, 

and the need for standardized benchmarks. Their findings also underscored challenges in 

federated deployments, such as unreliable networks and uneven client participation. 

In addressing privacy concerns, Xu et al. [4] explored the integration of differential 

privacy (DP) within FL architectures. Their research demonstrated how DP can enhance 

privacy guarantees while maintaining model utility, although it often introduces a trade-off with 

accuracy. 

Kaissis et al. [5] proposed a framework combining FL with homomorphic encryption 

and secure multiparty computation, ensuring both data security and model confidentiality. 

Their work is especially relevant for multi-modal imaging datasets where protecting raw pixel 

data is crucial. 

Another important contribution came from Lu et al. [6], who focused on adaptive client 

selection to manage resource constraints in edge computing. Their work provided insights 

into optimizing communication efficiency while maintaining fairness in model contributions. 

Finally, Kairouz et al. [7] offered a foundational survey detailing open problems and 

research opportunities in FL. Their taxonomy categorized challenges into system-level, 

statistical, and privacy-related domains, influencing both theoretical and applied FL research 

agendas. 
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Together, these studies represent the foundational literature that informs our 

optimization of FL protocols for handling heterogeneous and quality-variable medical 

datasets, providing both theoretical bases and empirical validations. 

 

3. Methodology Enhancements 

This section presents two major enhancements to the standard Federated Learning (FL) 

framework, specifically tailored for use in healthcare settings with heterogeneous and quality-

variable medical datasets. These enhancements are designed to address two of the primary 

limitations in traditional FL setups: the unfair influence of low-quality data and the lack of 

privacy protection mechanisms that consider variable data trustworthiness. 

3.1 Quality-Aware Client Weighting 

In traditional FL schemes such as FedAvg [1], all client updates are typically weighted 

by the number of local data samples, assuming uniform data quality. However, this assumption 

fails in real-world healthcare environments, where data may differ significantly across clients 

in terms of label noise, completeness, and distributional skewness. 

We propose a Quality-Aware Weighting Mechanism, where each client’s model 

update is scaled not only by its data volume but also by a composite Quality Score (Q-score) 

derived from: 

• Label Noise Estimation: Detected using unsupervised entropy-based or prediction 

consistency methods. 

• Data Completeness Ratio: Proportion of non-missing entries or full samples in 

structured datasets. 

• Class Imbalance Severity: Measured using inverse label frequency metrics (e.g., Gini 

impurity or imbalance ratio). 

Each Q-score Qi is normalized across all participating clients and applied as a 

multiplicative weight during aggregation: 

 

Where: 

• wiw_iwi is the local model update from client iii 

• αi\alpha_iαi is the original data-size-based weight 
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• Qi∈[0,1] is the normalized data quality score 

This strategy reduces the disproportionate influence of large but low-quality datasets, 

resulting in more robust and fair global model performance. 

3.2 Robust Aggregation with Differential Privacy 

In addition to improving fairness, it is critical to ensure privacy guarantees, especially 

in the medical domain. While FL inherently offers some protection by keeping data local, recent 

research [4, 5, 15] has shown that model updates can still leak sensitive information through 

gradient inversion attacks. 

To mitigate this, we integrate a Differential Privacy (DP) mechanism into the server-

side aggregation process using the Gaussian Mechanism. Each client's update is clipped to a 

fixed norm C, and random noise N(0,σ2C2 is added before aggregation: 

 

 

 

This approach ensures ε-differential privacy, with tighter bounds on privacy loss by 

tuning the noise scale σ and clipping norm C. Additionally, noisy updates from low-quality or 

untrusted clients have a dampened effect due to both clipping and Q-score-based weighting, 

which enhances robustness. 

Together, these enhancements lead to a privacy-preserving and data-quality-aware 

FL protocol, particularly suitable for distributed healthcare applications where trust and 

quality are variable and difficult to control centrally. 

 

4. Experimental Setup 

We validate our improvements using simulated hospital datasets with controlled 

heterogeneity: 

• Dataset: Synthetic EHR and radiology records with injected label noise (10–30%) and 

missing modalities. 

• Baseline: FedAvg 

• Metrics: Accuracy, Fairness Score (client-wise variance), Privacy Budget (ε) 
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Table 1: Performance Comparison (FedAvg vs Optimized-FL) 

Protocol Accuracy (%) Fairness Score ↓ Privacy (ε) ↓ 

FedAvg 81.3 0.18 7.2 

Ours (Weighted + DP) 86.7 0.08 3.5 

 

5. Conclusion 

This paper explored key challenges in applying FL to heterogeneous medical datasets 

with variable data quality. By implementing data-aware weighting and differential privacy-

enhanced aggregation, we observed significant improvements in performance and fairness. Our 

findings encourage further development of adaptive, secure FL protocols tailored for the 

medical domain. 
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