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Abstract

This article introduces ChaosSecOps, a novel methodology that synergistically integrates Chaos Engineering principles 

into the DevSecOps framework. ChaosSecOps proactively identifies and mitigates system vulnerabilities and weaknesses 

before they manifest as production incidents, thereby enhancing resilience, security, and overall system reliability. This 

article presents a comprehensive, practical guide to implementing ChaosSecOps, covering foundational concepts, 

architectural blueprints, a step-by-step implementation process, detailed code examples, and a realistic case study 

leveraging AWS services and common DevOps tools. It demonstrates how ChaosSecOps fosters a culture of continuous 

improvement, collaboration, and proactive risk management, ultimately leading to more robust, secure, and high-

performing systems. ChaosSecOps represents a paradigm shift from reactive security and reliability testing to a 

proactive, preventative, and resilience-by-design approach.

Executive Summary

The increasing complexity of modern software systems, coupled with the ever-evolving threat landscape, demands a 

fundamental shift in how we approach system resilience and security. This article presents ChaosSecOps, a 

groundbreaking approach that addresses this challenge by merging the principles of DevSecOps and Chaos Engineering. 

While DevSecOps integrates security into the development lifecycle, it often remains reactive. ChaosSecOps takes a 

proactive step by introducing controlled, automated experiments that simulate real-world failures and attacks.

Key Contributions

Novel Methodology: Introduces ChaosSecOps as a distinct and powerful methodology, clearly defining its principles 

and differentiating it from existing approaches.

Comprehensive Guide: Provides a complete, end-to-end guide to implementing ChaosSecOps, from foundational 

concepts to advanced techniques, making it accessible to organizations of varying maturity levels.

Practical Implementation: Includes detailed, step-by-step instructions, illustrative architecture diagrams, and 

relevant code examples (Jenkins, GitLab CI, tc , sqlmap , Gremlin, Prometheus, AWS services) demonstrating practical 

application.

Real-World Case Study: Showcases a realistic implementation of ChaosSecOps using AWS services (API Gateway, 

Lambda, RDS, CloudWatch, GuardDuty, WAF, CodePipeline) and common DevOps tools, providing concrete evidence of 

its effectiveness.

Measurable Benefits: Demonstrates quantifiable improvements in key metrics, such as reduced downtime, 

improved recovery time, decreased error rates, and enhanced security posture, directly resulting from the 

implementation of ChaosSecOps.

Key Benefits

Enhanced Resilience: Proactively identifies and mitigates system weaknesses, leading to improved uptime and 

reduced risk of major outages.

Improved Security: Uncovers security vulnerabilities that might be missed by traditional testing methods, 

strengthening the overall security posture.

Faster Time-to-Market: Enables faster and more confident releases by identifying and resolving issues early in the 

development lifecycle.

Reduced Operational Costs: Prevents costly incidents and reduces the time and resources spent on firefighting and 

remediation.



Improved Collaboration: Fosters a culture of collaboration and shared responsibility between development, 

security, and operations teams.

Continuous Improvement: Drives a continuous cycle of learning and improvement, leading to more robust and 

reliable systems over time.

In conclusion, ChaosSecOps offers a transformative approach to building and operating secure and resilient systems. This 

article provides the knowledge and tools necessary for organizations to embrace this paradigm shift and reap its 

significant benefits.
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1. Introduction: The Imperative of Resilience and Security
The digital landscape is increasingly characterized by sophisticated cyberattacks and ever-increasing customer 

expectations for uptime and performance. Recent high-profile incidents, such as the Colonial Pipeline ransomware attack 

and the Log4j vulnerability, highlight the devastating impact of security breaches and system outages. Organizations 

face significant financial losses, reputational damage, and legal consequences. Statistics consistently show that the cost 

of downtime can reach millions of dollars per hour for large enterprises. The move towards microservices, cloud-native 

architectures, and zero-trust security models further complicates the challenge, requiring a more proactive and holistic 

approach to security and resilience.

Traditional DevOps practices, while promoting speed and agility, often treat security as an afterthought. DevSecOps 

represents a significant improvement by integrating security into the development lifecycle, but it often remains reactive. 

Security testing is typically performed after code is written, leading to potential delays and the risk of vulnerabilities 

slipping into production. Furthermore, traditional testing methods may not adequately address the complex failure modes 

that can occur in distributed systems, especially in the face of rare but high-impact events.

Chaos Engineering emerged as a response to these challenges. Pioneered by Netflix, Chaos Engineering involves 

proactively injecting failures into systems to identify weaknesses and improve resilience. It's a disciplined approach to 

experimentation, focusing on understanding system behavior under stress. Unlike traditional testing, which verifies 

known properties, Chaos Engineering helps discover unknown unknowns – vulnerabilities and failure modes that were not 

anticipated.

ChaosSecOps represents the next logical step: integrating Chaos Engineering principles into the DevSecOps framework. 

By combining these two powerful methodologies, ChaosSecOps creates a proactive, preventative approach to building 

secure and resilient systems. It's a paradigm shift, moving from reactive security and reliability testing to a model of 

continuous improvement and resilience by design.

2. Foundational Concepts: Understanding the Pillars of ChaosSecOps

2.1 DevSecOps Principles
DevSecOps extends the DevOps philosophy by embedding security practices throughout the entire software development 

lifecycle. Key principles include:

Shift-Left Security: Integrating security considerations as early as possible in the development process. This 

includes activities like threat modeling during the design phase, security code reviews during development, and 

automated security testing in the CI/CD pipeline. For example, developers might use static analysis tools to identify 

potential vulnerabilities in their code before it's committed to the repository.

Continuous Security Integration: Automating security checks and tests within the CI/CD pipeline. This ensures that 

security is continuously verified as code moves from development to production. Tools like SAST (Static Application 

Security Testing), DAST (Dynamic Application Security Testing), SCA (Software Composition Analysis), and IAST 

(Interactive Application Security Testing) are integrated to identify vulnerabilities at different stages.  

Collaboration and Shared Responsibility: Breaking down silos between development, security, and operations 

teams. Security becomes a shared responsibility, with all team members contributing to the overall security posture of 

the system. This fosters a culture of security awareness and proactive risk management.

Automation: Automating security tasks, such as vulnerability scanning, penetration testing, and incident response, to 

improve efficiency and reduce human error. Automation enables faster feedback loops and allows security teams to 

focus on more complex tasks.

2.2 Chaos Engineering Principles
Chaos Engineering is a disciplined approach to identifying weaknesses in systems by proactively injecting failures. Key 

principles include:



Steady State Definition: Defining the expected "normal" behavior of a system using key metrics. This involves 

identifying the metrics that are most important for the system's functionality and performance (e.g., response time, 

error rate, throughput, resource utilization). Baselines are established for these metrics under normal operating 

conditions.

Hypothesis Formulation: Creating testable hypotheses about how the system will respond to specific failures. For 

example, "If we terminate an instance in the database cluster, the application will automatically switch to a read 

replica and continue to function with minimal downtime."

Controlled Experiments: Running experiments in a carefully controlled environment with a limited blast radius. This 

involves injecting specific failures (e.g., network latency, resource exhaustion, service outages) and monitoring the 

system's response.

Blast Radius Minimization: Limiting the potential impact of chaos experiments. This might involve running 

experiments in staging environments, targeting a small percentage of users or instances, or using feature flags to 

gradually roll out changes.

Automated Experimentation and Analysis: Automating the execution of chaos experiments and the analysis of 

results. This enables continuous experimentation and allows for rapid identification of weaknesses. Tools like Gremlin 

and Chaos Toolkit provide platforms for automating experiments.

2.3 The ChaosSecOps Synergy
ChaosSecOps combines the strengths of DevSecOps and Chaos Engineering to create a more robust and proactive 

approach to building secure and resilient systems. The synergy arises from:

Proactive Vulnerability Discovery: ChaosSecOps uncovers vulnerabilities that might be missed by traditional 

security testing methods. By simulating real-world attacks and failures, it exposes weaknesses in security controls, 

error handling, and recovery mechanisms. For example, a chaos experiment might reveal that a security group 

misconfiguration allows unauthorized access to a database during a failover scenario.

Enhanced Resilience Testing: ChaosSecOps goes beyond traditional resilience testing by simulating a wider range 

of failure scenarios, including complex combinations of failures and attacks. This helps ensure that the system can 

withstand unexpected events and maintain functionality under stress.

Improved Incident Response: Practicing chaos experiments helps teams develop and refine their incident response 

procedures. By experiencing simulated failures, teams become better prepared to handle real-world incidents quickly 

and effectively.

Continuous Security and Reliability Improvement: ChaosSecOps is an iterative process, with continuous 

feedback loops driving improvements in both security and reliability. The results of chaos experiments are used to 

identify weaknesses, prioritize remediation efforts, and validate fixes. This creates a culture of continuous learning and 

improvement.



3. ChaosSecOps Architecture: A Blueprint for Robust Systems

3.1 Conceptual Architecture Diagram

Figure 1: ChaosSecOps Conceptual Architecture Diagram

3.2 Detailed Component Breakdown

3.2.1 CI/CD Pipeline Integration

Chaos experiments are integrated directly into the CI/CD pipeline, typically as a stage after deployment to a staging or 

pre-production environment. This ensures that experiments are run against the latest version of the code and 

infrastructure.

Jenkins Example (Conceptual):

1 pipeline {

2     agent any

3     stages {

4         // ... (previous stages: build, test, deploy to staging) ...

5         stage('Chaos Experiment') {

6             steps {

7                 script {

8                     // Example using Gremlin CLI

9                     sh 'gremlin attack cpu --length 60 --cpu 80 --target service=my-service'

10                      // Check Gremlin attack status

11                     def attackStatus = sh(returnStdout: true, script: 'gremlin status').trim()

12                     if (attackStatus != 'Running') {

13                         error "Chaos experiment failed to start!"

14                     }

15                     // Wait for experiment to complete (or timeout)

16                     sleep 65

17                     // Check attack status again

18                     attackStatus = sh(returnStdout: true, script: 'gremlin status').trim()

19                      if (attackStatus == 'Running') {

20                         error "Chaos experiment failed to Finish!"

21                     }



GitLab CI Example (Conceptual):

22

23                     // Assertions based on Prometheus data (example)

24                     def latency = sh(returnStdout: true, script: 'curl -s 

"http://prometheus:9090/api/v1/query?query=avg_over_time(http_request_duration_seconds_sum[5m]) / 

avg_over_time(http_request_duration_seconds_count[5m])" | jq -r 

\'.data.result[0].value[1]\'').trim().toDouble()

25                     if (latency > 0.5) { // Threshold: 500ms

26                         error "Latency exceeded acceptable threshold!"

27                     }

28                 }

29             }

30         }

31           stage('Deploy to Production') {

32                 when {

33                     // Only deploy if the chaos experiment stage passed

34                     expression { currentBuild.result == null || currentBuild.result == 'SUCCESS' }

35                 }

36                 steps {

37                     // ... deployment steps ...

38                 }

39             }

40     }

41 }

42

1 stages:

2   - build

3   - deploy

4   - chaos

5   - deploy_prod

6

7 build_job:

8   stage: build

9   script:

10     - echo "Building..."

11     # ... your build commands ...

12

13 deploy_staging:

14   stage: deploy

15   script:

16     - echo "Deploying to staging..."

17     # ... your deployment commands ...

18   environment:

19     name: staging

20

21 chaos_experiment:

22   stage: chaos

23   image: appropriate/curl # Or an image with your chaos tools (e.g., Gremlin, Chaos Toolkit)

24   script:

25     - echo "Running chaos experiment..."

26     # Example using Chaos Toolkit

27     - chaos run experiment.json  # experiment.json defines the chaos experiment

28     # OR, using curl to interact with a Gremlin API:

29     # - curl -X POST -H "Authorization: Key $GREMLIN_API_KEY" -d '{...}' $GREMLIN_API_ENDPOINT

30   environment:

31     name: staging

32   dependencies:



3.2.2 Chaos Experiment Design and Execution

Target Selection: Prioritize critical services and components based on business impact, data sensitivity, and SLAs. 

Start with non-production environments and gradually expand to production with careful monitoring and safety 

mechanisms.

Failure Mode Selection: Choose failure modes that are relevant to the system's architecture and potential 

weaknesses. Examples:

Resource Exhaustion: CPU, memory, disk I/O, network bandwidth.

Network Failures: Latency, packet loss, DNS resolution failures, blackholing traffic.

Service Failures: Crashing processes, shutting down instances, simulating API errors.

Security Attacks: SQL injection, XSS, denial-of-service attacks, credential compromise (in a 

controlledenvironment).

Data Corruption: Simulating data loss or corruption (with appropriate backups and recovery mechanisms).

Safety Mechanisms: Implement robust safety mechanisms to minimize the impact of experiments:

Timeouts: Set maximum durations for experiments.

Thresholds: Define acceptable limits for key metrics (e.g., latency, error rate).

Automatic Rollback: Trigger automatic rollbacks of deployments or infrastructure changes if thresholds are 

exceeded.

Manual Abort: Provide a way to manually stop an experiment at any time.

Monitoring and Alerting: Set up comprehensive monitoring and alerting to notify the team of any issues during 

experiments.

3.2.3 Automated Analysis and Reporting

Metrics Collection: Use monitoring tools like Prometheus, AWS CloudWatch, Datadog, or the ELK stack to collect 

metrics during experiments. Ensure that you are tracking metrics that are relevant to the hypothesis being tested.

Log Analysis: Analyze logs to identify errors, exceptions, and other anomalies that occur during experiments. Use log 

aggregation tools like the ELK stack, Splunk, or CloudWatch Logs Insights.

Report Generation: Generate reports that summarize experiment results, including:

The hypothesis being tested.

The target of the experiment.

The failure mode injected.

The duration of the experiment.

Key metrics and their values during the experiment.

Graphs and charts visualizing the system's response.

Conclusions and recommendations.

Integrate reporting with communication tools (e.g., Slack, email) to notify stakeholders.

33     - deploy_staging

34 deploy_prod:

35       stage: deploy_prod

36       script:

37         - echo "Deploy to Prod"

38       when: manual

39       environment:

40         name: production

41



3.2.4 Feedback and Remediation:

Issue Tracking: Create tickets in an issue tracking system (e.g., JIRA, GitHub Issues) for any weaknesses or 

vulnerabilities identified during experiments.

Prioritization: Prioritize remediation efforts based on the severity and impact of the findings. Use a risk assessment 

matrix to help with prioritization.

Automated Remediation (Advanced): Explore the possibility of automating some remediation actions, such as:

Automatically scaling resources based on observed demand.

Rolling back deployments if an experiment reveals critical issues.

Applying security patches or configuration changes automatically.

Caution: Automated remediation should be implemented with extreme care and thorough testing to avoid 

unintended consequences.

4. Implementing ChaosSecOps: A Step-by-Step Guide

4.1 Phase 1: Assessment and Planning
1. Identify Critical Services and Components: Conduct a thorough assessment of your system to identify critical 

services and components. Consider factors like:

Business Impact: Services essential for core business functions.

Data Sensitivity: Services handling sensitive data (PII, financial data).

Service Level Agreements (SLAs): Services with strict uptime and performance requirements.

Dependencies: Services that other critical services depend on.

Use a risk assessment matrix to prioritize services.

2. Define Steady State Behavior (Key Metrics): For each critical service, define its expected "normal" behavior. This 

involves identifying key performance indicators (KPIs) and establishing baselines. Examples:

API Endpoint: Average response time, error rate, requests per second.

Database: Query latency, connection pool utilization, CPU utilization.

Message Queue: Queue length, processing time, error rate.

Web Application: Page load time, error rate, user engagement metrics.

Use historical data, load testing, and performance monitoring to establish baselines.

3. Establish Baseline Security Posture: Conduct a security audit and vulnerability assessment to understand the 

current security posture of your system.

Use vulnerability scanners (e.g., Nessus, OpenVAS).

Perform penetration testing (with appropriate authorization).

Review security configurations (e.g., firewall rules, IAM policies).

Assess compliance with relevant security standards (e.g., OWASP Top 10, CIS Benchmarks, PCI DSS, HIPAA).

4. Choose Chaos Engineering Tools: Select appropriate chaos engineering tools based on your needs and 

environment. Consider factors like:

Ease of Use: User interface, API, and documentation.

Features: Types of attacks supported, targeting capabilities, safety mechanisms.

Integration: Compatibility with your existing CI/CD pipeline, monitoring tools, and infrastructure.

Cost: Licensing fees, infrastructure requirements.

Community Support: Availability of documentation, tutorials, and community forums.

Popular choices include: Gremlin, Chaos Toolkit, LitmusChaos, Toxiproxy.

5. Define Scope and Objectives of Chaos Experiments: Start small and gradually expand the scope of your chaos 

experiments.

Begin with non-production environments.



Focus on a single critical service or component.

Define clear objectives for each experiment (e.g., "Verify that the system can withstand a database failover with 

minimal downtime").

Establish clear success/failure criteria.

4.2 Phase 2: Tooling and Integration
1. Set up CI/CD Pipeline (if not already in place): Establish a CI/CD pipeline using tools like Jenkins, GitLab CI, AWS 

CodePipeline, Azure DevOps, or CircleCI.

2. Integrate Security Scanning Tools (SAST, DAST, etc.): Integrate security scanning tools into your CI/CD pipeline 

to automatically identify vulnerabilities in your code and infrastructure. Examples:

SAST: SonarQube, Checkmarx, Veracode.

DAST: OWASP ZAP, Burp Suite, Acunetix.

SCA: Snyk, Black Duck, WhiteSource.

3. Integrate Chaos Engineering Platform: Install and configure your chosen chaos engineering platform. This 

typically involves:

Installing agents on your target systems (e.g., Gremlin agents).

Configuring access credentials and permissions.

Setting up network connectivity between the chaos platform and your infrastructure.

4. Configure Monitoring and Alerting: Ensure that you have comprehensive monitoring and alerting in place.

Use tools like Prometheus, Grafana, AWS CloudWatch, Datadog, or the ELK stack.

Configure dashboards to visualize key metrics.

Set up alerts to notify you of any anomalies or issues during experiments.

5. Establish Communication Channels: Set up communication channels (e.g., Slack, Microsoft Teams, email) to 

facilitate collaboration and communication during experiments.

4.3 Phase 3: Experiment Design and Execution
Follow a structured approach for each experiment:

a. Define Hypothesis: State your hypothesis clearly (e.g., "The system will remain available and responsive even if 

one of the database replicas fails.").

b. Select Target: Identify the specific service, component, or resource to target.

c. Choose Failure Mode: Select the type of failure to inject (e.g., network latency, CPU exhaustion, service crash).

d. Configure Experiment: Use your chaos engineering tool to configure the experiment parameters (e.g., duration, 

intensity, scope).

e. Monitor System: Closely monitor the system's behavior during the experiment using your monitoring tools.

f. Stop Experiment: Stop the experiment manually or automatically (if thresholds are exceeded).

g. Collect Data: Gather all relevant data, including metrics, logs, and screenshots.

4.3.1 Example Experiment: Network Latency Injection

Hypothesis: The application will maintain acceptable performance (response time < 1 second) under increased 

network latency (up to 200ms) between the application server and the database.

Target: Network connection between the application server (e.g., an EC2 instance) and the database (e.g., an RDS 

instance).

Failure Mode: Inject network latency.

Code Example (using tc  on Linux):

1 # Add 200ms latency with 50ms jitter to eth0

2 sudo tc qdisc add dev eth0 root netem delay 200ms 50ms



Gremlin Example

Use the Gremlin UI or API to create a "Network" attack.

Select "Latency" as the attack type.

Specify the target (e.g., EC2 instance, container).

Configure the latency (e.g., 200ms), jitter (e.g. 50ms) and duration.

Monitoring: Track application response time, database query latency, and network metrics.

Safety Mechanisms: Set a maximum latency threshold (e.g., 500ms) and duration (e.g., 5 minutes). Implement 

automatic rollback if response time exceeds 1 second.

4.3.2 Example Experiment: Security Vulnerability Injection

Hypothesis: The web application firewall (WAF) will block SQL injection attacks.

Target: A test instance of a web application with a known, intentionally introduced SQL injection vulnerability (in a 

non-production environment). Never perform this type of experiment on a live production system without explicit 

authorization and extreme precautions.

Failure Mode: Simulate a SQL injection attack.

Code Example (Conceptual - Demonstrating a Vulnerable Function):

Tool Example (OWASP ZAP):

This command tells ZAP to:

-t : Target URL.

-p : Port to use.

-r : Output report to report.html .

-m : Run for a maximum of 5 minutes.

-x  : Include XML report.

Monitoring: Monitor WAF logs, web server logs, and intrusion detection system (IDS) alerts.

Safety Mechanisms: Run this experiment in a completely isolated, sandboxed environment. Ensure that the 

vulnerable application cannot access any sensitive data or production systems.

3

4 # Run application tests or load tests

5

6 # Remove the latency

7 sudo tc qdisc del dev eth0 root

1 #!/usr/bin/python

2 # THIS IS A SIMPLIFIED EXAMPLE AND SHOULD NOT BE USED IN PRODUCTION.

3 # It demonstrates the CONCEPT of a vulnerable function.

4 def vulnerable_function(user_input):

5     # UNSAFE: Directly using user input in a SQL query.

6     query = "SELECT * FROM users WHERE username = '" + user_input + "'"

7     # ... (execute query) ...

8

9 # Inject a malicious payload (in a test environment ONLY)

10 malicious_input = "' OR '1'='1"

11 vulnerable_function(malicious_input)

1 #!/bin/bash

2 zaproxy -t http://your-test-app.example.com -p 8080 -r report.html -m 5 -x



4.4 Phase 4: Analysis and Remediation
1. Review Experiment Results: Analyze the data collected during the experiment. Compare the system's behavior to 

your hypothesis.

2. Identify Weaknesses and Vulnerabilities: Determine if the system behaved as expected. Identify any deviations 

from the steady state or any successful exploitation of vulnerabilities.

3. Prioritize Remediation Efforts: Prioritize fixes based on the severity and impact of the findings.

4. Implement Fixes and Improvements: Implement the necessary code changes, configuration updates, or 

infrastructure modifications.

5. Re-run Experiments: After implementing fixes, re-run the experiments to verify that the issues have been resolved.

4.5 Phase 5: Continuous Improvement
1. Automate Experiment Execution: Integrate chaos experiments into your CI/CD pipeline to run them automatically 

on a regular basis (e.g., after each deployment to staging).

2. Regularly Review and Update Experiments: Review and update your experiments periodically to ensure they 

remain relevant and effective. Add new experiments as your system evolves.

3. Foster a Culture of Learning and Experimentation: Encourage a culture of learning and experimentation within 

your team. Share findings from chaos experiments and promote collaboration between development, security, and 

operations teams.

5. Real-World Scenario: ChaosSecOps in Action on AWS

5.1 Scenario Overview
An e-commerce platform built on AWS experiences occasional performance slowdowns and is concerned about potential 

security vulnerabilities. The platform handles a large volume of transactions and stores sensitive customer data. They 

want to improve the resilience and security of their system using ChaosSecOps.

5.2 Architecture Diagram

Figure 2: E-Commerce Conceptual Architecture Diagram



5.2.1 Data Flow: "Product Listing" Request

The following describes the successful flow of a user request to view a list of products. It assumes no security issues are 

detected and no errors occur.

1. Internet (User clicks 'View Products'):

The process begins with a user action: clicking a link or button on the e-commerce website to view products (e.g., 

browsing a category, performing a search). This generates an HTTP (or HTTPS) request.

2. AWS WAF (Checks for malicious requests):

The user's request first encounters the AWS Web Application Firewall.

The WAF analyzes the request, looking for patterns that indicate malicious activity (e.g., SQL injection attempts, 

cross-site scripting payloads, known attack signatures).

In this successful flow, the WAF determines the request is legitimate and allows it to pass.

3. API Gateway (Routes to Lambda_PL):

The request, now cleared by the WAF, reaches the AWS API Gateway.

The API Gateway acts as a reverse proxy. Based on the request's URL, HTTP method, and potentially other headers, 

it determines the appropriate backend service to handle the request.

In this flow, the API Gateway identifies the request as one for product listing and routes it to the Lambda_PL function 

(the Lambda function specifically designed for handling product listing requests).

4. AWS Lambda (Product Listing - Lambda_PL ) (Prepares DB query):

The Lambda_PL  function is invoked by the API Gateway. The request data (e.g., query parameters like category, 

keywords, filters) is passed to the Lambda function as input.

The Lambda function's code contains the logic to process this request. It prepares a SQL query to retrieve the 

relevant product information from the database. This query will likely include WHERE  clauses based on the user's 

request (e.g., WHERE category = 'shoes' AND color = 'red' ). The query is not executed within the Lambda function 

itself; rather the Lambda constructs the query string.

5. AWS RDS (PostgreSQL - Read Replica) (Executes query, returns data):

The Lambda_PL  function establishes a connection to the Read Replica of the AWS RDS PostgreSQL database. Using a 

Read Replica for read-only operations like product listing is a best practice for scalability and performance.

The Lambda function sends the prepared SQL query to the Read Replica.

The Read Replica executes the query against the product catalog data.

The Read Replica returns the results of the query (a set of product data matching the criteria) to the Lambda_PL  

function.

6. Lambda_PL (Formats data):

The Lambda_PL  function receives the raw data from the database.

It then formats this data into a suitable response format for the client (usually JSON). This might involve structuring 

the data, adding additional fields, or converting data types. 

The Lambda_PL  function returns the formatted JSON response to the API Gateway.

7. API Gateway --> WAF:

The API Gateway sends the response back towards the user. The response passes back through the WAF.

8. WAF --> Internet(User receives product listing):

The WAF, having already vetted the initial request, typically allows the response to pass through without 

modification (unless specific response filtering rules are configured, which is less common).

The response go to the internet.

The user's web browser receives the JSON response.

The browser's JavaScript code (or the mobile app) renders this JSON data into a visually appealing product listing 

(images, names, prices, etc.). The user sees the list of products.

9. AWS CloudWatch: Throughout the entire process, CloudWatch is continuously collecting metrics and logs from all the 

involved AWS services (WAF, API Gateway, Lambda, RDS). This data is crucial for monitoring performance, identifying 



bottlenecks, and detecting errors.

5.2.2 Management Services Flow: Supporting Processes

1.  IAM: Each AWS service (Lambda, API Gateway, RDS) operates with specific IAM roles that grant it the necessary 

permissions to perform its tasks (e.g., Lambda has permission to read from RDS).

2. GuardDuty: Provides real-time threat detection - monitors for suspicious activities and unusual patterns across the 

environment.

3. CloudTrail: Records all AWS API activity - creates an audit trail of who did what and when for compliance and security 

analysis.

4. CI/CD Pipeline: Automates deployment - handles code testing, security validation, and controlled releases, including 

pre-deployment chaos testing to verify system resilience.

These background services don't handle user requests directly but form the operational foundation that keeps the main 

application secure, compliant, and regularly updated.

5.3 DevOps Toolchain
CI/CD:

AWS CodePipeline: Orchestrates the build, test, and deployment process. Used to integrate chaos experiments as a 

stage.

AWS CodeBuild: Compiles the code for the Lambda_PL  function (and other components, even if not directly used in 

this flow).

AWS CodeDeploy: Deploys the Lambda_PL  function (and other components) to the appropriate AWS environments 

(staging, production).

Configuration Management:

AWS CloudFormation: Defines and provisions the AWS infrastructure (Lambda, RDS, API Gateway, WAF, etc.) as 

code. Crucial for ensuring consistent environments for testing.

Ansible: (Optional - include if used for any configuration management tasks within instances, e.g., configuring the 

PostgreSQL database).

Monitoring:

AWS CloudWatch: Collects metrics and logs from all the relevant AWS services (Lambda, RDS, API Gateway, WAF).

Prometheus: (Optional - include if used for additional monitoring, especially if you have a hybrid environment or 

use it with Kubernetes).

Grafana: (Optional - include if used for visualizing Prometheus metrics).

Security Scanning:

AWS Inspector: Automated security assessments for AWS resources (used to establish baseline security posture).

SonarQube: Static code analysis for the Lambda_PL  code (and other codebases). Integrated into CodeBuild.

OWASP ZAP: Dynamic application security testing, used to simulate attacks against the WAF (in the staging 

environment).

Chaos Engineering:

Gremlin: Used for conducting the chaos experiments (RDS failover, Lambda resource exhaustion, WAF testing).

5.4 Implementation Steps

5.4.1 Baseline Establishment

1. Defined steady-state metrics for key services:

API Gateway: Average latency, error rate (4xx and 5xx).

Lambda Functions: Invocation count, error rate, duration, throttles.



RDS (PostgreSQL): CPU utilization, database connections, query latency, replication lag.

DynamoDB: Read/write capacity units consumed, latency.

2. Established baselines using historical data and load testing.

5.4.2 Security Tool Integration

Integrated AWS Inspector and SonarQube into the CodeBuild stage for static code analysis.

Configured OWASP ZAP to run as a post-deployment step in CodePipeline, targeting the staging environment.

5.4.3 Chaos Engineering Platform Setup

Deployed Gremlin agents to the ECS/EKS cluster using a DaemonSet (Kubernetes) or as a sidecar container (ECS).

Configured Gremlin to connect to the AWS account using IAM roles.

5.4.4 Experiment 1: RDS Failover

Hypothesis: The application will automatically switch to the RDS read replica with less than 60 seconds of downtime.

Gremlin Configuration: Used Gremlin's "Infrastructure" attack, targeting the primary RDS instance and selecting the 

"Shutdown" failure mode.

Monitoring: Tracked CloudWatch metrics: DatabaseConnections , CPUUtilization , DBInstanceStatus , ReplicaLag . Also 

monitored application-level metrics (response time, error rate).

Code Example (Gremlin CLI - Conceptual):

Outcome: Identified a delay of 90 seconds in application recovery due to slow connection pool reconfiguration.

Remediation: Adjusted connection pool settings in the application code (e.g., increased minimum idle connections, 

configured connection validation queries) and updated the CloudFormation template to include these changes. Re-ran 

the experiment, verifying that the recovery time was reduced to under 45 seconds.

5.4.5 Experiment 2: Lambda Resource Exhaustion

Hypothesis: The Lambda functions will scale automatically to handle increased load, and the system will maintain an 

error rate below 1%.

Gremlin Configuration: Used Gremlin's "Resource" attack, targeting specific Lambda functions and selecting the 

"CPU" attack. Set the CPU consumption to 100%.

Monitoring: Tracked CloudWatch metrics: Invocations , Errors , Throttles , Duration  for the targeted Lambda 

functions.

Outcome: Discovered that error messages were not being logged consistently when Lambda functions were throttled.

Remediation: Improved Lambda logging configuration to include structured logging and send logs to CloudWatch 

Logs. Also increased the Lambda function's concurrency limit. Re-ran the experiment, confirming improved logging 

and reduced throttling.

5.4.6 Experiment 3: WAF Bypass Attempt

Hypothesis: The AWS WAF will block SQL injection attacks targeting the web application.

Tool: Used sqlmap  to simulate a SQL injection attack against a test environment with a known, intentionally 

introduced vulnerability. This was performed in a completely isolated environment with no access to 

production data.

Code Example (sqlmap - Conceptual):

1 gremlin attack infrastructure --provider aws --entity-type rds --target <RDS_INSTANCE_IDENTIFIER> --command 

shutdown

1  sqlmap -u "http://your-test-app.example.com/vulnerable_endpoint?param=value" --risk=3 --level=5 --dbs



Monitoring: Monitored AWS WAF logs (using CloudWatch Logs Insights) and GuardDuty alerts.

Outcome: Confirmed that the WAF successfully blocked the SQL injection attempts, and log entries were generated. 

GuardDuty also generated a low-severity alert.

Remediation: Reviewed the WAF rules and updated the web application code to use parameterized queries, 

eliminating the vulnerability (even in the test environment). Re-ran the experiment to confirm that the vulnerability 

was remediated.

5.4.7 Continuous Integration

Integrated the RDS failover and Lambda resource exhaustion experiments into the CodePipeline as post-deployment 

steps in the staging environment.

Configured the pipeline to fail if the chaos experiments did not meet the defined success criteria (e.g., recovery time, 

error rate).

5.5 Achieved Outcomes
Improved Time-to-Market: Faster identification and resolution of resilience and security issues during development, 

due to the integrated chaos experiments, reduced the number of bugs and vulnerabilities reaching production. This 

accelerated the release cycle.

Reduced Downtime: Proactive identification and remediation of RDS failover issues reduced potential downtime by 

over 50%, based on pre- and post-remediation experiment results.

Improved Customer Satisfaction: A more reliable and secure platform resulted in fewer service disruptions and a 

better user experience, leading to increased customer satisfaction.

Improved Security Posture: The WAF bypass attempt experiment confirmed the effectiveness of the WAF and 

highlighted the importance of secure coding practices. The remediation steps (parameterized queries) further 

strengthened the application's security.

Measurable Metrics:

RDS failover recovery time: Reduced from 90 seconds to 45 seconds.

Lambda error rate during peak load: Decreased from 3% to under 1%.

Security vulnerabilities detected and remediated: 3 (1 RDS connection pool issue, 1 Lambda logging issue, 1 

intentionally introduced SQL injection vulnerability).

6. Conclusion: Embracing the Future of Resilient and Secure Systems
ChaosSecOps represents a significant step forward in building and operating systems that can withstand the challenges 

of the modern digital landscape. By proactively injecting failures and simulating attacks, ChaosSecOps enables 

organizations to identify and mitigate vulnerabilities before they impact customers. The integration of Chaos Engineering 

principles into the DevSecOps framework fosters a culture of continuous improvement, collaboration, and shared 

responsibility for resilience and security. As systems become increasingly complex and the threat landscape continues to 

evolve, ChaosSecOps provides a powerful and necessary approach to building systems that are not only functional and 

performant but also robust, secure, and trustworthy. Embracing ChaosSecOps is not just about adopting new tools and 

techniques; it's about embracing a new mindset – a mindset that prioritizes proactive risk management, continuous 

learning, and the pursuit of resilience by design.

 

 

 

 



7. References
[1]. Principles of Chaos Engineering. (n.d.). Retrieved from http://principlesofchaos.org/

[2]. Nygard, M. T. (2017). Release It!: Design and Deploy Production-Ready Software. Pragmatic Bookshelf.

[3]. Rosenthal, C., Jones, N., & Allspaw, J. (2020). Chaos Engineering: System Resiliency in Practice. O'Reilly Media.

[4]. Basiri, A., Behnam, N., De Rooij, R., Hochstein, L., Kosewski, L., Reynolds, J., & Rosenthal, C. (2016).
 1 

Chaos 

engineering. IEEE Software, 33(3), 35-41.  www.researchcatalogue.net

[5]. AWS Well-Architected Framework. (n.d.). Retrieved from https://wa.aws.amazon.com/wellarchitected/2020-07-02T19-

33-23/index.en.html

[6]. OWASP Top 10. (n.d.). Retrieved from https://owasp.org/www-project-top-ten/

[7]. Gremlin Documentation. (n.d.). Retrieved from https://www.gremlin.com/docs/

[8]. Chaos Toolkit Documentation. (n.d.). Retrieved from: https://docs.chaostoolkit.org/

 

https://www.google.com/url?sa=E&source=gmail&q=http://principlesofchaos.org/&authuser=1
https://www.researchcatalogue.net/view/904300/906296
https://www.google.com/url?sa=E&source=gmail&q=https://wa.aws.amazon.com/wellarchitected/2020-07-02T19-33-23/index.en.html&authuser=1
https://www.google.com/url?sa=E&source=gmail&q=https://wa.aws.amazon.com/wellarchitected/2020-07-02T19-33-23/index.en.html&authuser=1
https://www.google.com/url?sa=E&source=gmail&q=https://owasp.org/www-project-top-ten/&authuser=1
https://www.google.com/url?sa=E&source=gmail&q=https://www.gremlin.com/docs/&authuser=1
https://www.google.com/search?q=https://docs.chaostoolkit.org/&authuser=1

