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In today’s world, a lot of processes are carried over the Internet to make our lives easier. But, on the other 

hand, many unauthorized and illegitimate activities that take place over it are causing major trouble for the 

growth of the economy. One of them being the fraud cases that misguide people and lead to financial losses. 

Major frauds reported recently occur through the malicious techniques that are made to work on Credit cards 

that are used for financial transactions over online platforms. Hence, it is the need of the hour to investigate this 

problem. Several companies have started their study in this regard and have formulated data driven models that 

use various Machine Learning algorithms and models on datasets to analyse false activity. Several techniques 

used are Support Vector Machine, Gradient Boost, Random Forest and their mixtures. In this comparative study, 

the anomaly of class imbalance and ways to implement its solutions are analysed to prove certain results. The 

effectiveness of the algorithms varies on the set of data and the instance in which it is used. They prove that all 

algorithms despite of all the calculations show certain imbalance at some point in the study The limitations have 

also been evaluated and highlighted to help in future. In this study, it is found that although logistic regression 

had more accuracy but when the learning curves were plotted it signified that the majority of the algorithm under 

fit while KNN has the ability only to learn. Hence KNN is better classifier for the credit card fraud detection. 
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. Introduction 

The word ‘Fraud’, it could be understood as the act of intentional
eception and dishonesty intended towards personal gain. Now, with
he Internet taking over our lives, many people and businesses have
ecome the target for fraudulent activities. Several reports claim that
rowth of commercial fraud attempts has risen in 2018 compared to
016. Frauds in those years have unstripped each other by a whop-
ing 83%. The E-commerce Fraud Index has claimed that fraud rate
n stores have risen from 0.06% in 2016 to 0.23% in 2017. 10%
f all frauds are considered exclusively of Credit cards that have re-
ulted in huge financial losses that worry companies. Since much of
he transactions are digitized there has been an increase in the num-
er of cards that are active, and their transaction data has been mul-
iplying more than ever. Therefore, the amount of data to be exam-
ned during the detection process has become voluminous. The main
ools used by researchers are ML Algorithms, Neural Networking mod-
ls, Classification and Clustering techniques. Many researchers are also
orking on early or pre-detection of credit card frauds. Other research

cholars have also investigated feasible and efficient methods and ways
or Fraud detections. ML and other correlated approaches are usually
sed, for example, ANN (Artificial Neural Network), the method of
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ule induction system, Logistic Regression (LR), Decision Trees (DT),
nd the Support Vector Machine etc. ML algorithms are AI techniques
hat have the ability to solve various problems from diverse disciplines
nd fields that usually possess large amounts of data. Though there
ave been many ideas and solutions proposed to prevent and detect
raud, there is still a big need to apply and analyze the strength of ML
lgorithm. 

.1. Clustering 

Here, the large group of data is divided into smaller and similar ones
ased on the similarities that they have in their nature and form clusters.
tems in different clusters may not have the property of other cluster
lements as pictorially represented in Fig. 1 . 

.2. Classification and Methods 

When certain values are given as an input from a huge set of data,
hese algorithms find a common interest or a conclusion on its basis, it
eans these methods try to extract one or more output from input that

s given. ML algorithms are useful while performing these activities. The
ig. 2 below shows the classifications applied in Machine Learning. 
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Fig. 1. Clustering technique. 

Fig. 2. Classification methods of Machine Learning. 
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Fig. 3. The flow process diagram for developing a machine learning model. 
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.3. Construction of references 

This is a supervised learning technique that finds out the output di-
ectly depending on the input data that is given by the user. This is
ostly used in continuous data that cannot have any particular discrete

alues. ML algorithms are used in such predictions. The main aspect be-
ind this paper is to analyze the performance, accuracy, and efficiency
f various Machine Learning classifiers while using it on the prediction
nalysis and preventive analysis of certain algorithms. Key factors such
s additive techniques like oversampling, binary classification etc. It is
bserved that traditional classifier algorithms of ML while paired with
uch techniques give better results and increase efficiency of the process.
he remaining part of the paper is organized and divided into sections
ertaining to the research. In Section 2 , there is a summary on the re-
ated works of the problem. In Section 3 , the architecture and method-
logical study with details is given by inferring various classifiers. In
ection 4 , the results along with graphical representations have been
stablished to show the analyzed test results and their values. In the
nd, in section 5 , we draw some conclusions and throw light on future
cope of the problem and its limitations to be focused upon in further
tudies. 

. Related work 

Credit card transactions are either classified as fraudulent or legiti-
ate transactions and are mainly a binary classification problem. Ba-

ically, data mining classification comprises problems such as Fraud
etection that is used to figure out credit card transactions as fraud-
lent or legitimate. Some Additional techniques and factor methods
part from data mining which are involved in fraud detection are Web-
ervices based collaborative schemes in which the private bodies like
32 
anks can share the information about the fraud patterns and frequen-
ies for the enhancement of the fraud detection capability and to re-
uce the financial loss. The basic procedure in developing any Machine
earning model [1] is given below in Fig. 3 . 

Numerous Machine Learning techniques have been developed and
sed in the various experimental studies to approach the problem of
raud detection in Credit cards. 

In the [1] , a data driven approach to set up fraud alerts has been
roposed that runs on select features like Oversampling under sizes
nd SMOTE technique. A few authors in their studies [2] have come
cross the comparison among various models and their resultant anal-
sis, like XGBOOST, Random Forest, Decision Trees etc. These are the
ost widely used techniques so far in detection of frauds. There has

lso been a study of new techniques like Adaboost and Majority Voting
pproaches that add or enhance the ML algorithm performance. [ 3 , 4 ] 

Feature Selection (FS) with optimization used in Artificial Neural
etwork (ANN) for the selection of the required features while the im-
lementation of the algorithms has been seen [5] . When more than one
alid parameter is present, it becomes important to select the best effec-
ive feature. Since most models are irrelevant in transaction sequencing,
hey cannot learn by information at a single level, hence a new struc-
ured sequenced learning ensemble classifier that improves performance
s also seen [ 6 , 7 ]. In another paper [8] by S. Venkata Suryanarayana
t al. Many classifications and their metrics and performance have been
nalysed. This gives an idea as to how many metrics can be consid-
red while finding a proper algorithm. Adaptive features selection pro-
esses by comparative study of 5 different techniques can be analysed
9] , these adaptive features make it easier to bifurcate and eliminate the
nimportant ones. The figure below shows the accuracy and precision
ound in [ 10 , 11 ]. 

The organized complete study on the application of Random For-
st has been discussed by Priya Gupta et al in the paper that in detail
nalyses the key factors of RF and its limitations [12] . Also, and the con-
ept of real time deep learning and binary data classification by various
ethods has been discussed in the paper cited [13] which compara-

ively analyses these techniques. A strong and new tool of bidirectional
ong short-term memory (BiLSTM) and bidirectional Gated recurrent
nit (BiGRU) is looked upon by Hassan Najadat and others who have
lso applied various other six strategies like Ada Boost etc [14] . to help
nhance the performance [15] . The Fig. 4 represents the normal credit
ard transaction. 
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Fig. 4. Working of a credit card fraud detection model [5] . 
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Fig. 5. Naïve Bayes algorithm. 
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The Novel strategies that effectively address the skew distribution
f data are assessed by ML technique along with the implementation
f the API (Application Programming Interface) module to decide if a
ransaction is fraudulent or legitimate are studied [ 16 , 17 ]. 

In the study by Aadhya Kaul and others it is seen it that compares the
arious techniques for the most suitable method, a certain ML criterion
as been used on the dataset and F1-score of those are calculated to
nalyse it, [18] and Naive Bayes is introduced in arbitrary classification.
ata processing techniques and their abilities are compared with those
f the Machine Learning techniques and the prediction is done based on
t. [19] also discusses the supervised based classification of dataset using
ormalization and Principal element analysis and is seen 95% accuracy.

The hybrid approach that is made of combining the strength and
redibility of three sub-methods [20] , the GridSearchCV for Hyper-
arameters Optimization (HPO), the Recursive Feature Elimination
RFE) for the selection of useful predictive features, and the Synthetic
inority Oversampling (SMOTE) to overcome the imbalanced or dispro-

ortionate data problem is also proposed [21] . An auto-encoder based
eep learning technique and restricted Boltzmann Machine (RBM) are
mplemented in hidden layers to find patterns [22] and anomalies in the
uge set of data has been proposed by Apapan Pumsiriratin and others
n their paper for the detection processes. The results show the mean
quared error and area under the normal curve. This paper strictly fo-
used on the comparison between various classifiers and techniques in
achine Learning and their performance accuracy. 

. Discussions 

Fraud detection in simple words is a simple binary classification
roblem in which any particular transaction or exchange will be either
lassified as fraud or legit only. In this study, a few standard classi-
33 
cation techniques like Naive Bayes, K-Nearest Neighbor and Logistic
egression methods, Random Forest Classifiers, Decision Trees. For ef-

ective usage of these algorithms, different stages are included such as
athering the data, cleaning data, researching and visualization of data
nd training the classifier algorithms and finally evaluating the result. 

.1. Naïve Bayes algorithm 

It is a theory based on two assumptions. Initially, all features in a
iven entry that needs to be bifurcated contribute equally. Secondly, all
he given attributes are statistically independent of each other, which
mplies that the values that attribute present do not show us any points
bout the attributes. This might not be true in all cases and Bayes rule
s used in such a situation to find out if it’s either fraudulent or legit.
he class that is associated with the higher probability is taken as the
redicted class for instance. Refer Fig. 5 . 

Naive Bayes has a base of restrictive independence among the vari-
us characters present in the dataset and the resultant classifier is based
n restrictive probabilities of the matching options and is provided in
q. (1) . 

 [ 𝐶 ( i ) |𝑓 ( k ) ] × 𝑃 [ ( i ) ] 
 𝑃 [ 𝑓 ( k ) ] (i) 𝑃 [ 𝑓 ( k ) |𝐶 ( i ) ] 
 Π𝑃 [ 𝑓 ( k ) |𝐶 ( i ) ] 𝑘 
 1 ..., 𝑛 ∶ 𝑖 = 1 , 2 etc . 

(1) 

Here, unknown probabilities are identified only with the already ex-
sting known values by making use of Bayesian concepts which will re-
uire prior knowledge to ensure logics. The flowchart given below in
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Fig. 6. Structure of a decision tree. 
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Fig. 7. KNN flowchart. 

Fig. 8. Fold validation process. 

3

 

w  

c  

[  

l  

l  

t  

o  

F

 

 

 

ig. 5 [23] represents the structural working of this algorithm with var-
ous predictions. 

.2. Decision tree algorithm 

In this method, there are two types of namely regression trees and
lassification trees. Here, a training dataset is used to construct a deci-
ion tree. This decision tree has separate nodes that form the structure
f the tree, the topmost node of the tree is known as the root node. The
ther non-leaf nodes represent the test done on the attribute, each re-
ulting branch denotes the outcome of the test and each leaf node on
he tree denotes a class label. 

These leaf nodes also show the classes that are returned if reached as
he final prediction by the model. So, one can find out the prediction by
roperly traversing through the decision tree. A few of the decision tree
lgorithms include the C4.5, CART, ID3. This algorithm manages the
onstant set of data and uses the divide and solve approach to solve the
ain problem into subproblems through its repeated usage. The struc-

ure of a Decision Tree is as follows in Fig. 6 [12] . 

.3. K-NN algorithm 

This works on a simple logic that it plots all the existing training
nstances and later classifies the unlabelled instance based on the idea
f their nearest neighbour present. Unlike the decision trees, here the
nstances are directly used to analyse. But it is also known that here,
ll existing algorithms are already instance-based as they are built on
raining models. Here, in this case, the unlabelled instance is classified
nd divided based on calculating the distances between the instances
nd by using the metric. The one which has the majority class is labelled
or unlabelled class. Let us visualize how this algorithm works in steps
epicted in Fig. 7 . 

• First, load from the data and then assign a certain value of K into the
required group of neighbours. 

• Secondly, we find the Euclidean distance between the test data set
and the training data set. This will make the instance into a well-
organized collection. 

• Now, we must sort that ordered collection of indices and then order
them in ascending order of the distance. 

• The value of K is now initialized and the labels for chosen K entries.
• In the end, the values of mean and mode for K labels for classification
and regression. 

34 
.4. Random forest classifiers 

This algorithm is nothing but a Bayes classifier of Random Forest
hich is actually a simple implementation of Decision trees [12] . It

ould also be considered as a part of the Logistic Regression process
6] . It is a new approach to ensemble-tree based algorithms and is a
earning algorithm. It is mainly selected from a series of randomly se-
ected subsets of the taken training set for the experiment. So, as the
rail goes on, objects of the class are decided upon the votes of all the
ther trees present in it. Let us understand the working of the Random
orest classifier algorithm in steps and depicted in Fig. 8 . 

• Before any of the test processes, the Python libraries are imported,
and the required data set is loaded into the data frame. 

• Now, that data is segregated into train and test dataset accordingly.
• The Random Forest Regression model is later applied on the training

data that exists. 
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Table 1 

F1 score table. 

Method Accuracy F1-Score 

Logistic Regression 78.83 .015 

Decision Tree 72.66 0.369 

Random Forest Classifier 80.16 0.446 

Naïve Bayes (Gaussian) 61.5 0.443 

Naïve Bayes (Bernoulli) 75.83 0.491 

K- Neighbour’s Classifier 72.5 0.239 

ANN-DL 77.63 0.44 
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• After these procedures, the test outcome is gauged and predicted,
and the suitable confusion matrix is made. 

.5. Support vector machine 

SVMs are particularly depended on the structural risk minimization
 6 , 12 ] unlike the other neural networks which focus on the empirical
isk minimization. This technique was brought into light by Vapnik in
992[12] to debug and solve only the binary classification problem, but
ow it is extended towards the non-linear regression also. These SVMs
ap a certain data to a pre-existing very high dimensional space via a
articular kernel function and thereby finds the hyperplane that maxi-
izes the margin between any two classes. The Solution SVM problems

re based on those data points that exist particularly at the margin. Such
oints are called support vectors [6] . 

.6. Artificial neural network 

Artificial neural networks have been in existence and developed
vertime by many scientists which are inspired by biological neural net-
orks (neurons). These networks are then utilized to and approximate

hose functions/factors that can be largely determined by an input that
re unknown. An artificial neural network is constructed in the nodes
ne by one in a stacked manner. They are stacked between a coating of
he target vector and the feature vector [12] . ANN is developed to have
 similar kind of interpretation just like our human brain that learns
rom various activities. [6] ANN has been successfully implemented in
any of the model is seen. 

. Result and discussions 

This paper is aimed at looking for a suitable algorithm to tackle the
arge amounts of data that are taken as the input for a fraud detection
odel and therefore a factual comparison of the Machine Learning tech-
iques has been done on a credit card dataset considered. 

.1. F1 strategy 

To estimate the following models and evaluate their results, the
ataset is broken into training and testing data. Let us investigate one
onclusion drawn on the hold of accuracy and F1-score which was cal-
ulated using the confusion matrix. Now, let us gauge the algorithms
ased on the other three parameters to get a better understanding of
heir efficiency discussed in Section 4.4 . 

.2. Data analysis and pre-processing 

The raw dataset taken for the study was sorted and pre-processed
or the sole intention of improving the performance of the classifiers
nd reducing their training and operating time. If not, the data would
equire lots of time in between to sorted based on their common features.
he pre-processing also includes the work of investigating the dataset
eature space and handling the imbalance nature of the dataset [6] . 

.3. Performance metrics 

Many of the parameters can be used while comparing all the tech-
iques and to report their performances including the confusion set ma-
rix, Sensitivity, Specificity, False positive rate and balanced classifica-
ion rate or even the Matthews Correlation coefficient. A confusion ma-
rix is a table showing all the possible instances or the no. of instances
hat are classified correctly/ incorrectly in each of the prescribed classes.
 6 , 12 ] Table represents the confusion matrix of a binary classifier. In the
roblem of fraud detection, positive means the legitimate transactions
nd negative represents the fraudulent transactions. 

The three parameters discussed here are 
35 
• Specificity: 

It is considered as the number of frauds that get predicted into the
ctual total number of fraud cases as described in equation (2) . 

pecif icity = TN∕ ( TN + FP ) (2) 

• Sensitivity: 

This is understood as the number or the count of legit predictions
ompared to the sum/total number of legit transactions. But, in fraud
etection, the most significant feature is the specificity or fraud detec-
ion rate. It is taken as having a value of recall means a lowest financial
oss to the company as shown in equation (3) . 

ensit ivit y = TP∕ ( TP + FN ) (3) 

• Accuracy: 

This is a parameter which gives the overall accuracy [6] of the pro-
osed system. It gives the total number of predictions to the total number
f cases considered as shown in Equation (4) . 

ccuracy = ( TP + TN ) ∕ ( TP + TN + FP + FN ) (4) 

Sometimes the correctness of the model can be very misleading as
n case of Credit card frauds as the number of fraudulent transactions
re less compared to the total sum in whole. This makes the dataset
otally imbalanced. Also, selecting the right metric depends on the goal
r business objective that we are looking for. Sometimes one strategy
ay help one achieve customer satisfaction while others might have a
igher ability to prevent the financial losses. 

.4. Experimental results 

For our understanding and convenience let us take up four models
nd train and test them using Weka which stands for “Waikato Environ-
ent and Knowledge Analysis ”. [6] It is a workbench, or a platform used

or Machine Learning that has the capacity to implement many of the
ata mining techniques. It can also help apply the various early and pre-
rocessing and sampling techniques. Weka was developed in the Java
anguage in New Zealand by the University of Waikato. [ 6 , 12 ] 

In this experiment we have used 0-fold,5-folds,10-folds,15-folds, 20-
olds cross validation processes. It is made so to ensure the equal rep-
esentation of all data as training and test data. Then, the average of
hese responses is taken to find out the result of a specific parameter as
epicted in Fig. 8 . 

Now, coming to the dataset, Table 2 shows the output result of the
ecision Tree algorithm. Table 3 represents the performance of K near-
st neighbour while Table 4 illustrates the performance of the Neural
etwork algorithm. And finally, we have Table 5 representing the per-
ormance of the Logistic Regression. 

Now, let us analyse the graphical representation of the values with
5 folds and 20 folds and compare the result depicted in Figs. 9 & 1 re-
pectively. 
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Table 2 

. This table gives the recorded values of accuracy, sensitivity and speci- 

ficity at various folded experiments using the Decision Tree algorithm. 

2.Results of Decision Trees across different fraud rates 

Folds used Accuracy measured Sensitivity found Specificity found 

0 0.94119706 94.03% 76% 

5 0.94293 94.68% 71% 

10 0.94476 94.70% 74% 

15 0.9417 94.94% 65% 

20 0.94776 94.77% 75% 

Table 3 

This table interprets the recorded values of accuracy, sensitivity and 

specificity at various folded experiments using the K-Nearest Neighbour 

algorithm. 

3. Results of K-Nearest Neighbour across different fraud rates 

Folds used Accuracy measured Sensitivity found Specificity found 

0 0.958897945 96.50% 76.90% 

5 0.95838 96.70% 74.44% 

10 0.95838 96.70% 74.40% 

15 0.9585 96.71% 74.50% 

20 0.95838 96.70% 74.44% 

Table 4 

This table represents the recorded values of accuracy, sensitivity and 

specificity at various folded experiments using the Neural Network algo- 

rithm. 

4.Results of Neural Network across different fraud rates 

Folds used Accuracy measured Sensitivity found Specificity found 

0 0.769688 99.30% 69.70% 

5 0.84369 97.70% 44.70% 

10 0.93995 95.70% 68.50% 

15 0.9372 96.40% 56.31% 

20 0.92813 96.61% 54.33% 

Table 5 

This table accounts the recorded values of accuracy, sensitivity and speci- 

ficity at various folded experiments using the Logistic Regression algo- 

rithm. 

Results of Logistic Regression across different fraud rates 

Folds used Accuracy measured Sensitivity found Specificity found 

0 0.963198 96.90% 82.00% 

5 0.96238 96.80% 80.49% 

10 0.963198 96.80% 80.40% 

15 0.9624 96.85% 80.62% 

20 0.96238 96.85% 80.49% 

Fig. 9. Graph 1 with 15 folds. 

Fig. 10. Graph 2 with 20 folds. 
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36 
. Conclusion 

Though the above used techniques and algorithms are proven to be
fficient and accurate while being implemented individually or in com-
inations, there could be a chance of having dissimilar and irregular
ataset. Hence, some pre-processing and sampling algorithms must be
dded to the raw dataset to classify it before being subjected to any
f the Random Forest, Linear Regression, AdaBoost or ANN techniques
sed to analyse it. Failure of such models could happen mainly because
redit card transactions are very confidential and hence one must take
are while developing a model such that it doesn’t leak any key data
hile in the process. Also, the total number of frauds is always lesser

han the total data considered hence the variation of the subset is high
nd may vary at different instances causing a model to fail in a particu-
ar situation. The real limitation of any Machine Learning Algorithm is
he fact that real-time actions must take place. Or while using predictive
nalytic methods, the algorithm must be adaptive in nature in order to
ackle the imbalance or variations found in huge datasets from various
esources. So, there doesn’t exist any data mining technique that can be
niversally better in all cases and therefore studies in the future work
ust look upon these factors in order to increase the prediction accu-

acy. The limitation of this paper are as follows on which work can be
one in future: 

1. The performance of other machine learning algorithm can be
checked for credit card fraud detection. 

2. The accuracy of XG Boost, Random Forest etc. machine learning al-
gorithm should also be tested more subjectively on other data sets
for credit card fraud detection. 

3. The performance of other algorithms can also be tested on other data
sets of different domains and varied patterns. 
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